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A B S T R A C T

Biometric recognition systems are part of our daily life. They enable
a user-convenient authentication alternative to passwords or tokens
as well as high security identity assessment for law enforcement and
border control. However, with a rising usage in general, fraudulent use
increases as well. One drawback of biometrics in general is the lack of
renewable biometric characteristics. While it is possible to change a
password or token, biometric characteristics (e. g. the fingerprint) stays
the same throughout a lifespan. Hence, biometric systems are required
to ensure privacy protection in order to prevent misuse of sensitive
data. In this context, this Thesis evaluates cryptographic solutions
that enable storage and real time comparison of biometric data in the
encrypted domain. Furthermore, long-term security is achieved by
post-quantum secure mechanisms.

In addition to those privacy concerns, presentation attacks targeting
the capture device are threatening legit operations. Since no informa-
tion about inner system modules are required to use a presentation
attack instrument (PAI) at the capture device, also non-experts could
attack the biometric system. Thus, presentation attack detection (PAD)
modules are essential to distinguish between bona fide presentations
and attack presentations. In this regard, different methods for fin-
gerprint PAD are analysed in this Thesis, including benchmarks on
several classifiers based on handcrafted features as well as deep learn-
ing techniques. The results show that the PAD performance depends
on material properties of the used PAI species in combination with the
captured data type. However, fusing multiple approaches enhances the
detection rates for both convenient and secure application scenarios.
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Z U S A M M E N FA S S U N G

Die Nutzung biometrischer Authentisierungsverfahren als Alternative
zu Passwörtern und Schlüsselkarten ist im letzten Jahrzehnt stetig
gestiegen. Große Anwendungsgebiete sind auf der einen Seite die
benutzerfreundliche Entsperrung von mobilen Endgeräten, sowie auf
der anderen Seite sicherheitskritische Identifizierungsverfahren bei
der Grenzkontrolle. Allerdings steigt auch die Anzahl der Angriffe
auf biometrische Systeme mit deren Verbreitung. Die Möglichkeit
biometrische Charakteristika zur Authentisierung nutzen zu können,
ist zugleich aus IT-sicherheitstechnischer Sicht ebenso ein Nachteil
bezüglich des Datenschutzes. Während Passwörter und Schlüssel
ausgetauscht werden können, sind biometrische Charakteristika (z.B.
der Fingerabdruck) permanent. Daher erfordert die Bereitstellung
biometrischer Systeme weiterreichende Maßnahmen um den Daten-
schutz gewährleisten und Missbrauch verhindern zu können. In die-
sem Zusammenhang werden in dieser Dissertation kryptographische
Lösungen untersucht, um biometrische Daten sicher zu speichern und
zudem im verschlüsselten Raum zu vergleichen. Um dabei langfristi-
gen Schutz zu garantieren, werden ausschließlich Verfahren genutzt,
die selbst zukünftigen Quantencomputern standhalten.

Neben den Datenschutzbedenken wird die Sicherheit biometrischer
Systeme durch Präsentationsangriffe während der Aufnahme gefähr-
det. Insbesondere da für diese Angriffe keine weitgehenden Kennt-
nisse notwendig sind, können Artefakte auch von Laien einem bio-
metrischen Erfassungsgerät präsentiert werden. Daher sind Verfahren
zur Präsentationsangriff Detektierung (PAD) erforderlich um zwi-
schen bona fiden Aufnahmen und Angriffen unterscheiden zu können.
Zu diesem Zweck werden in dieser Dissertation verschiedene PAD
Methoden für Fingerabdrucksysteme analysiert. Dies beinhaltet eine
Bewertung von unterschiedlichen Verfahren basierend auf maschinel-
lem Lernen. Die Ergebnisse zeigen, dass die Erkennungsleistung von
den benutzten Materialien sowie der Aufnahmetechnik abhängt und
es generell sinnvoll ist, ergänzende Ansätze zu kombinieren.
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Niemand kann mich irritieren.
Für mich zählen nur die Fakten.
Niemand kann mich irreführen,
denn ich trau nur dem Exakten.

Ich such’ Wahrheit,
und die Wahrheit will immer Klarheit.

Mein Verstand ist unbestechlich.
Ich studier das Positive.

Ich bin niemals oberflächlich.
Ich seh immer in die Tiefe.

Denn die Wahrheit, will immer Klarheit.
Mein Wissensdrang kommt nicht zur Ruh,

solang noch Zweifel nagen.
Ich lasse kein Geheimnis zu,
ich hör nicht auf zu fragen:

Wie und was und wer und wo und wann.

— Abronsius in Tanz der Vampire (Musical) [272]
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1
I N T R O D U C T I O N

User authentication methods can be classified into three categories
that are based on i) knowledge, ii) possession, or iii) biometrics. Re-
membering passwords and PINs are examples for the first category,
while classical keys, smartcards, and tokens belong to the second one.
In context of the last category, biometric recognition is defined as
the “automated recognition of individuals based on their behavioural
and biological characteristics” [146]. Modalities as face, fingerprint,
and iris are considered biological, and gait, signature, and keystrokes
are behavioural characteristics. On the other hand, the human voice
combines both as it has a biological origin but also a behavioural
proportion since the ability to talk needs to be learnt. The main ad-
vantage of biometrics with respect to the other two categories is that
biometric characteristics cannot be forgotten or shared among users.
On the contrary, the nature of biometrics makes it impossible to re-
new or exchange biometric characteristics. Within the last decade,
the news reported multiple data breaches comprising biometric data
of several million individuals123456. Therefore, security and privacy are
essential elements of biometric systems.

Nowadays, biometric recognition is present in a wide range of
applications in our daily life. Typical scenarios include smartphone
unlocking, access control for specific rooms or buildings, and identity
confirmation during border control. Hence, biometric systems can be
used for convenience, such that data subjects can authenticate with
their biometric characteristics, or in high security scenarios, where
e. g. law enforcement requires to identify a specific person or verify
an ID claim.

In general, biometric verification is the process where one probe
is compared to one reference (1:1 comparison) in order to verify a
claimed ID. Biometric identification, on the other hand, compares
one probe to all references (1:n comparison) in order to find the

1 Washington Post - Hacks of OPM databases compromised 22.1 million people, federal
authorities say (2015/07/09)

2 CNN - Hackers stole 5.6 million government fingerprints - more than estimated
(2015/09/23)

3 Washington Post - U.S. Customs and Border Protection says photos of travelers were
taken in a data breach (2019/06/10)

4 The Guardian - Major breach found in biometrics system used by banks, UK police
and defence firms (2019/08/14)

5 vpnMentor - Report: Data Breach in Biometric Security Platform Affecting Millions
of Users (2019/08/14)

6 Website Planet - Report: Retail-focused Used Electronics Business Leaks Customers’
IDs & Fingerprints in Data Breach (2020/11/17)

1

https://www.washingtonpost.com/news/federal-eye/wp/2015/07/09/hack-of-security-clearance-system-affected-21-5-million-people-federal-authorities-say/
https://www.washingtonpost.com/news/federal-eye/wp/2015/07/09/hack-of-security-clearance-system-affected-21-5-million-people-federal-authorities-say/
http://money.cnn.com/2015/09/23/technology/opm-fingerprint-hack
http://money.cnn.com/2015/09/23/technology/opm-fingerprint-hack
https://www.washingtonpost.com/technology/2019/06/10/us-customs-border-protection-says-photos-travelers-into-out-country-were-recently-taken-data-breach/
https://www.washingtonpost.com/technology/2019/06/10/us-customs-border-protection-says-photos-travelers-into-out-country-were-recently-taken-data-breach/
https://www.theguardian.com/technology/2019/aug/14/major-breach-found-in-biometrics-system-used-by-banks-uk-police-and-defence-firms
https://www.theguardian.com/technology/2019/aug/14/major-breach-found-in-biometrics-system-used-by-banks-uk-police-and-defence-firms
https://www.vpnmentor.com/blog/report-biostar2-leak/
https://www.vpnmentor.com/blog/report-biostar2-leak/
https://www.websiteplanet.com/blog/tronicsxchange-breach-report/
https://www.websiteplanet.com/blog/tronicsxchange-breach-report/
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Figure 1.1: Enrolment and verification steps in a biometric system.

biometric reference identifier of the probe. The reference can either
be stored in a database (e. g. company access control) or at a device
of the data subject itself (e. g. biometric travel documents). Figure 1.1
illustrates the procedure of a biometric system for the enrolment
and biometric verification use case. During enrolment, the biometric
characteristic is presented to the capture device, which generates
a captured biometric sample BR to be used as reference. After the
subsequent feature extraction, the reference template TR is stored
in the database (DB). For biometric verifications, the first steps are
identical. The capture device acquires the biometric probe BP from the
presented characteristic and the feature extraction creates the probe
template TP. Additionally, the data subject specifies a reference IDR,
that is used for comparison in order to verify the identity of the data
subject. Thus, the comparator receives TR and TP and derives from
them a comparison score S, which is compared to a decision threshold
δ to finally accept or reject the verification attempt. For a biometric
identification, no ID claim is send to the DB but TP is compared to
all references in the DB. In the end, the resulting list is sorted in
order to find the most similar candidate(s). While the computational
cost are considered trivial for biometric verifications, the complexity
for biometric identifications increases with the number of enrolled
subjects.

1.1 attacks on biometric systems

As most information systems, biometric systems attract different at-
tacks [95, 247]. This thesis focusses on those threatening the security or
privacy of the system and its data subjects.

As one of the earliest attacks, hill-climbing methods received atten-
tion since the biometric system was attacked regardless of the used
modality. Research has shown efficient hill-climbing approaches for
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face [99], fingerprint [201], and iris [237] recognition systems. These
attacks utilise a weakness in case the comparison score is disclosed
to the data subject, who is interacting with the system. A straight-
forward way is to submit a randomly generated probe sample and
save the comparison score. Now, the attacker can change one part of
this sample at a time and see whether the score gets better or worse.
Changes that decrease the similarity to the claimed reference template
are reverted and changes that increase the similarity are kept. There-
fore, the attacker can iteratively create a new probe sample that is
eventually accepted for verification. In case the attacker aims to get
access, the attack succeeded. In other cases, the attacker continues
until the comparison score is optimised in order to reconstruct the
enrolled reference template. Hence, the attacker can repeatedly target
all references in order to reconstruct the whole database. As a coun-
termeasure, biometrics systems can conceal the comparison score and
only forward the final decision.

In case of stolen templates or database leakages, it is also possible
to reconstruct biometric samples. Since the template representations
contain features of the particular characteristic that enable biometric
systems to verify or identify a specific data subject, it is also possible to
reconstruct the original sample (e. g. the captured image). Successful
sample reconstruction methods have been published for fingerprint
minutiae [44, 45, 94], iris codes [100], traditional face templates [2] as
well as deep face templates [195], and hand-shape recognition [108]. It
is important to note that these reconstructed images may contain some
distortions or artefacts and thus might not fool a human. However,
they are good enough to fool the biometric system as similar features
are extracted resulting in a comparison score that gets accepted. A suc-
cessful defence mechanism against sample reconstruction requires an
irreversible transformation as defined in ISO/IEC 24745 on biometric
information protection [144].

ISO/IEC 30107-1 [145] defines multiple attack points on biometric
systems in order to bypass the authentication as depicted in Figure 1.2.
While steps 2 to 9 require knowledge and access to the inner functions
of a biometric system, the capture device is accessible for interaction
with data subjects and possible attackers. Hence, there are no barriers
to perform a Presentation Attack (PA) at the sensor since no expertise
is required to e. g. print a photo and present it to the face recognition
system. In general, PAs are a threat to all biometric modalities and for
each modality various materials [161, 165] can be utilised to create a
Presentation Attack Instrument (PAI) (e. g. silicone face mask, contact
lens, or wax fingerprint overlay) that is presented to the capture device.

The intention of the attacker can be twofold as PAs can be classified
into impersonation attacks and concealing attacks [145]. The biometric
impostor tries to get recognised as another legit data subject, while the
identity concealer aims to hide its own identity e. g. due to black-listing.
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As a consequence, Presentation Attack Detection (PAD) methods [199]
are essential for biometric systems in order to distinguish between
bona fide presentations and attack presentations.

1.2 motivation

The possibility of attacks against biometric systems are reason enough
to motivate research on security and privacy. Nobody is interested in
using or operating a system that is known to be vulnerable.

Furthermore, biometric data are considered sensitive data as de-
clared in the General Data Protection Regulation (GDPR) [91]. This
regulation requires that biometric data is always protected to pre-
serve the privacy of the data subjects [171]. In this context, ISO/IEC
24745 [144] defines three requirements on Biometric Information Pro-
tection (BIP) for biometric systems: i) irreversibility, retrieving original
samples from a given protected sample is not possible, ii) unlinkability,
it is impossible to link two protected templates to the same subject,
iii) renewability, old templates can be revoked and new ones created
without needing the subject to re-enrol. Additionally, the biometric
recognition performance should not decrease for protected systems
in comparison to the unprotected performance. Since those require-
ments imply additional computational costs, this Thesis investigates
efficient solutions with long-term security. The goal is to utilise generic
approaches that can be applied to various biometric modalities and
execute in real time.

In addition to privacy protection, system operators have a high
interest on PAD to detect attacks on the capture device. In this regard,
especially applications in the German public sector need to fulfil the
requirements defined in the technical guideline of the Federal Office
for Information Security to prevent attempts to deceive e. g. during
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border control [39] or passport enrolment [40]. Hence, companies man-
ufacturing biometric capture devices have a strong interest to include
PAD in their products in order to raise sales. Otherwise companies
are completely excluded from selection in public sector applications,
since PAD is a key element in public calls for tenders. Since the PAD
methods highly depend on the target biometric modality and in some
cases additionally on the capture device, this Thesis focusses on PAD
for fingerprint recognition only.

All in all, this Thesis presents approaches enhancing the security
for fingerprint recognition applications in terms of PAs and further
methods for privacy preservation in terms of BIP. The overall goal is
to strengthen the trust of data subjects as well as system operators for
their usage of biometric systems.

1.3 research questions

Derived from the motivation, the following research questions are
defined for this Thesis to investigate solutions for fingerprint PAD in
particular and BIP in general.

Security Enhancement

RQ1: Which type of data needs to be captured for reliable fingerprint
presentation attack detection?

Since samples acquired from legacy fingerprint capture devices might
not include enough details to distinguish between bona fide presenta-
tion and attack presentation, new capture devices could be developed.
In this case, further questions arise:

• What type of sensors are included in the capture device?

• Does the captured data require particular pre-processing?

• Is this system still compatible with legacy fingerprint sensors?

The PAD performance is not as relevant if the captured fingerprints
cannot be compared to legacy database entries. In this context, dif-
ferent PAD methods are evaluated based on data captured by new
developed fingerprint capture devices.

RQ2: Which machine learning classifiers aid the detection of attack
presentations while keeping the false alarm rate low?

Given the vast amount of different machine learning tools, it is of in-
terest to benchmark several algorithms instead of using only one. Due
to multiple possibilities, the following point needs to be considered:

• Does the combination of classifier and PAD data require further
pre-processing of the data?
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Depending on the data type, additional steps might be required to
extract relevant features for further processing. In general, RQ1 and
RQ2 are strongly linked as capturing PAD data on its own is useless
without feeding them to a classifier. On the other hand, the choice of
the classifier highly depends on the acquired PAD data.

Privacy Protection

RQ3: Which concepts are suited for the protection of biometric systems
while allowing real time efficiency?

Since privacy-preserving transformations and comparisons imply com-
putational overhead, protected systems still need to operate in real
time. The challenge is to investigate mechanism to speed up the
transaction time without losing biometric accuracy, while definitely
preserving the cryptographic security.

1.4 thesis outline

This Section provides an overview of the content covered in this Thesis
and how it is organised in the following Chapters:

• Chapter 1 introduces biometric systems and possible attacks
on those to the reader. As a result, motivation and research
questions are defined in order to investigate on countermeasures
within this Thesis.

• Chapter 2 summarises related work and the state of the art for
fingerprint PAD on the one hand and BIP on the other hand.
This Chapter focusses on research without own contributions to
give a broad overview on the topic.

• Chapter 3 presents own contributions in the area of fingerprint
PAD. This includes the utilised concepts of machine learning as
well as the experimental evaluations.

• Chapter 4 contains the work on BIP across multiple biomet-
ric modalities. Long-term security of the proposed methods is
assured by relying on post-quantum cryptography.

• Chapter 5 concludes the contributions of this Thesis by answer-
ing the research questions and finally outlines perspectives for
future work.



2
R E L AT E D W O R K

This Chapter summarises the state of the art without own contribu-
tions to provide an overview in the areas of PAD and BIP. Although
security and privacy are somehow connected, since biometric systems
require both, the modules are completely independent. Hence, the
first Section reviews related work on fingerprint PAD while the second
Section looks at methods for BIP.

2.1 fingerprint presentation attack detection

As defined in ISO/IEC-30107-3 [147], PAD distinguishes between bona
fide presentations (i. e., the sample stems from a real data subject)
and attack presentations (i. e., an artefact is presented to the capture
device). During the attack, a PAI that represents a fingerprint pattern
is presented to the capture device. In order to fabricate a fingerprint
PAI, either a cooperative target subject or a latent fingerprint is re-
quired [104]. For the first option, the target finger is pressed into
some modelling compound, which will harden subsequently. The
solid mould is then filled with silicone, gelatin, or a similar material to
cast the PAI. In the second scenario, a latent fingerprint can be made
more visible by adding for example iron powder as forensic experts
do. This analogue representation is then digitised and potentially
manually enhanced. Subsequently, the negative image is printed on
a transparent film. By using acid-treating, for example on a printed
circuit board, the mould is created and can again be filled to create
the PAI. As an alternative to latent fingerprints, a digital photo of the
fingerprint works equally well. Since fingerprints are unique even for
relatives and twins [126], PAs are restricted to single instances rather
than attacking all enrolled subjects of a system.

Solutions for fingerprint PAD can be grouped into two classes:
i) software-based, where legacy fingerprint samples are deeply ex-
amined by software algorithms, and ii) hardware-based, where addi-
tional sensors capture further PAD data which then is analysed by
corresponding software. Given the vast number of articles studying
fingerprint PAD, the following Sections summarise the most relevant
ones for this Thesis and the interested reader is referred to [138, 169,
197, 261, 265] for more comprehensive surveys.

7
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2.1.1 Metrics for Presentation Attack Detection

In the following, the main definitions of the standards ISO/IEC 30107-
1 [145] and ISO/IEC 30107-3 [147] on biometric presentation attack
detection are introduced, since these are used throughout the Thesis:

• bona fide presentation: “interaction of the biometric capture
subject and the biometric data capture subsystem in the fashion
intended by the policy of the biometric system” [147]. A normal
or genuine presentation.

• attack presentation: “presentation to the biometric data capture
subsystem with the goal of interfering with the operation of
the biometric system” [147]. An attack presentation to the cap-
ture device to either conceal the own identity or impersonate
someone else.

• Presentation Attack Instrument (PAI): “biometric characteris-
tic or object used in a presentation attack” [145]. For instance,
a printed face photo, a contact lens, or a silicone fingerprint
overlay.

• PAI species: “class of presentation attack instruments created
using a common production method and based on different
biometric characteristics” [147].

• Attack Presentation Classification Error Rate (APCER): “pro-
portion of attack presentations using the same PAI species in-
correctly classified as bona fide presentations in a specific sce-
nario” [147].

• Bona fide Presentation Classification Error Rate (BPCER): “pro-
portion of bona fide presentations incorrectly classified as attack
presentations in a specific scenario” [147].

• Detection Equal Error Rate (D-EER): Error rate at the operation
point where APCER = BPCER.

In addition to the D-EER, further operation points can be fixed in order
to benchmark different systems. In this context, APCER0.2 describes
a convenient system for a fixed BPCER = 0.2% and BPCER0.2 a high
security application where APCER = 0.2%.

2.1.2 Software-based Fingerprint PAD

The main advantage of software-based fingerprint PAD approaches is
that those solutions could iteratively be enhanced via software updates.
Thus, there is no need to replace existing capture devices if the supplier
offers update possibilities. A summary of the reviewed works1 is

1 Parts of this Section are derived from our publications [176, 177].
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presented in Table 2.1. A continuous baseline was established with the
biannual LivDet competitions2 [104, 293] starting in 2009, which are
widely used for fingerprint PAD development and benchmarking. In
addition to providing public datasets to enable research, the organisers
further define the Average Classification Error Rate (ACER) as given
in Eq. (2.1), which is often the only reported metric in corresponding
articles.

ACER =
APCER + BPCER

2
(2.1)

A total of six fingerprint datasets has been released so far: LivDet
2009 [200], LivDet 2011 [292], LivDet 2013 [105], LivDet 2015 [208],
LivDet 2017 [209], and LivDet 2019 [221]. The fingerprints are acquired
with multiple capture devices, thus allowing evaluations regarding
generalisation capabilities. Moreover, some unknown attacks are in-
cluded in the test set of 2015 and starting in 2017, all PAI species in
the test sets are unknown. In addition to the LivDet datasets, further
research is based on other acquisitions: ATVS FFP [97], MSU-FPAD
and PBSKD (both [55]).

An early trend of fingerprint PAD was the localisation of sweat
pores [52, 87, 203] based on high resolution images. Due to their tiny
size and since they cannot be extracted from latent fingerprints, this
approach seemed promising. However, the algorithms did not achieve
a stable performance and hence research shifted the focus to other
features. In this context, Nikam and Agarwal [215] extracted textural
information from the fingerprint images as well as wavelet energy
features based on ridge frequency and orientation. Fusions of both
features were then used to train Support Vector Machine (SVM), K-
nearest neighbours (KNN), and Neural Network (NN) classifiers. A
general PAD approach, that is also applicable for other modalities,
was proposed by Galbally et al. [97, 98]. The authors applied a set of
complementary image quality metrics and evaluate different combi-
nations of those for their usability of PAD. Through analysing ridge
signal, valley noise, and region labelling, Tan et al. [275] found that
unknown scenarios such as environmental conditions and new unseen
PAI species are challenging for fingerprint PAD algorithms. On the
other hand, results were much better, when the PAI species are avail-
able included in the training process. In a similar setting, Marasco and
Sansone [198] evaluated the impact of unknown materials following a
leave-one-out (LOO) protocol. The results showed that a combination
of multiple fingerprint PAD algorithms based on static and intensity
features, helped to improve the detection of unseen PAI species.

The freely available LivDet datasets quickly established a baseline
for fingerprint PAD algorithm benchmarks. Following the direction
of texture analysis, Jia et al. [155] combined multi-scale Local Binary
Patterns (LBP) feature extraction with SVM classification. The results

2 https://livdet.diee.unica.it/ (previous competitions: https://livdet.org)

https://livdet.diee.unica.it/
https://livdet.org
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Year Ref. Description Performance ∗ #PAI Database

2007 [52] Pore spacing † CCR=85.2% 1 Own DB

2008 [215] LBP + wavelet energy † CCR=97.4% 2 Own DB

2010 [275] Valley noise, region labelling D-EER≤5.9% 6 Own DB

2011

[87] Closed sweat pore extraction
APCER=21.2%

4 Own DB
BPCER=8.3%

[203] Active sweat pore localisation N/A 0 BFBIG-DB1

[198] Static + intensity features D-EER=12.45% 3 LivDet 2009

2012 [97] 10 fingerprint quality metrics ACER=10.4% 4

LivDet 2009,

ATVS FFP

2014

[98] 25 image quality metrics
APCER<13%

3 LivDet 2009

BPCER≤14%
[155] Multiscale LBP D-EER=7.52% 7 LivDet 2011

2015 [242] One-class SVM re-calibration D-EER=7.0% 7 LivDet 2011

2016

[74] One-class SVMs ACER=14.7% 7 LivDet 2011

[218] Pre-trained CNNs ACER=2.90% 8 LivDet 2009-13

[170] Deep believe network D-EER=1.16% 5 LivDet 2013

2017

[154] Contrast enhancement + CNN ACER=0.2% 2 ATVS FFP

[118] Bag of Words + SIFT
APCER=5%

7 LivDet 2011

BPCER=4.3%

[283] Patch-based CNN ACER=3.26% 8 LivDet 2011-13

[282] Handcrafted feature fusion ACER=1.6% 8 LivDet 2009-13

2018

[157]
LBP extracted from

ACER=21.21% 7 LivDet 2013

Gaussian pyramids (PLBP)

[55]
Minutiae-centered CNN APCER<7.3%

12

LivDet 2011-15,

Fingerprint Spoof Buster BPCER=1% MSU-FPAD, PBSKD

2019

[57]
Minutiae-centered CNN APCER=4.7%

12

MSU-FPAD,

generalisation BPCER=0.2% PBSKD

[119] Fisher vector encoding D-EER=1.88% 13 LivDet 2011-15

2020

[3] Incremental learning ACER=2.4% 13 LivDet 2011-15

[156] DenseNet + genetic algorithm ACER=1.78% 13 LivDet 2009-15

[56]
Minutiae-centered CNN APCER=8.22%

12

LivDet 2017,

sample generator BPCER=0.2% MSU-FPAD, PBSKD

[124]
CNN + ARL APCER=7.06%

11

LivDet 2015-17

generalisation BPCER=0.2% MSU-FPAD

2021

[255] CycleGAN ACER=2.17% 10 LivDet 2015

[120] Local feature encoding ACER=1.74% 15 LivDet 2011-19

∗ Some authors evaluated multiple experiments and only one result is included in the table.
† CCR = Correct Classification Rate

Table 2.1: Summary of reviewed software-based fingerprint PAD methods.
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prove their assumption that a multi-scale approach is superior for
fingerprint PAD. Later, Jiang et al. [157] computed three Gaussian
pyramids before extracting LBP histograms. This multi-resolution
analysis achieves more robustness against outliers. An extensive study
of handcrafted fingerprint PAD methods was done by Toosi et al. [282].
Their benchmark of different feature fusions and classifiers revealed
that these solutions are not robust against cross sensor scenarios.
In order to counter the problem of unknown PAI species, one-class
approaches consider all attack presentations as unknown and are only
trained on bona fide presentations. In this context, Rattani et al. [242]
utilised one-class SVMs, which were further fine-tuned on specific PAI
species. The resulting binary classifiers were then tested on unknown
attacks and additionally re-calibrated on those in order to evaluate the
impact of the particular material. Likewise, Ding and Ross [74] trained
one-class SVMs on twelve feature sets, before refining the hypersphere
on a small number of attack presentations. Their final score fusion
allows for more generalisability as it counters the instability of single
instances.

In addition to unknown attacks, further generalisation experiments
include cross sensor as well as cross database evaluations. Starting
with an unknown attack scenario, González-Soler et al. [118] showed
that the Bag of Words [262] feature encoding of handcrafted features
achieves better fingerprint PAD performance than other existing fea-
ture descriptors without encoding. In a follow-up study [119], the
error rates could be further reduced by utilising the Fisher vector [252]
feature encoding. These results are further confirmed in [120] through
an extensive evaluation on unknown attacks, cross sensor, and cross
database scenarios. Across all experiments, the Fisher vector encoding
accomplished the best fingerprint PAD performance.

In contrast to the aforementioned handcrafted approaches, latest
research focusses mostly on deep learning methods, which combine
feature extraction and classification in one model. For instance, Toosi
et al. [283] fine-tuned AlexNet [180] for fingerprint PAD. As most
deep learning algorithms require large training sets, the authors apply
data augmentation of image patches to artificially increase the num-
ber of training samples. In a similar way, Jang et al. [154] trained a
Convolutional NN (CNN) inspired by VGG [260] on non-overlapping
patches. Moreover, they showed that prior contrast enhancement is
beneficial for fingerprint PAD. Using a deep believe network, Kim
et al. [170] also rely on data augmentation and patch-based input.
However, the authors additionally report stable PAD performance
across different capture devices. In another approach, Chugh et al. [55]
centered their patches on the located minutiae points. Hence, only
relevant patches were used to train their Fingerprint Spoof Buster and
consequently this network outperformed several other state of the art
approaches. More recently, Agarwal et al. [3] proposed an incremental
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learning model, which offers a high level of robustness by clustering
the training data. The advantage is an efficient way to retrain the
model on new data without forgetting previous clusters. In another
approach, Jian et al. [156] proposed DenseNet in combination with
a genetic algorithm optimisation. Hence, the model architecture is
adjusted during the training procedure in order to optimal fit to the
particular use case.

While this might improve the performance for specific scenarios, it is
most unlikely to generalise well on unknown test scenarios. A general
lack of generalisability was already discussed by Nogueira et al. [218],
who tested three different CNNs on multiple LivDet datasets. Their
deep learning approach clearly outperforms a handcrafted LBP-based
fingerprint PAD algorithm. However, when evaluating unknown at-
tacks, cross sensor, and cross database scenarios, significantly higher
errors rates were reported. In order to address the poor generalisability,
Sandouka et al. [255] proposed the usage of Generative Adversarial
Networks (GANs). In particular, the authors utilise a vision trans-
former in combination with CycleGAN in order to evaluate cross
sensor as well as cross material scenarios. The results show that data
augmentation is very important in order to train more generalisable
networks. In this context also Chugh and Jain [57] evaluated their
Fingerprint Spoof Buster towards unknown attacks following a LOO
protocol. As a result, they defined a generalisation training set of
selected PAI species, which allows to detect the left-out materials due
to similar appearances. The authors further extended this work by
including an universal material generator, which was trained to gener-
ate additional synthetic samples [56]. This generator was then used
by Grosz et al. [124] in combination with adversarial representation
learning (ARL) to train a generalisable CNN. Since ARL is indepen-
dent of the target domain, it is especially strong in cross sensor and
unknown attack scenarios.

2.1.3 Hardware-based Fingerprint PAD

As any other pattern recognition tasks, PAD can also benefit from
further data captured by additional sensors incorporated into the
capture device, which includes e. g. different illumination techniques
or pulse measurements. Table 2.2 summarises reviewed hardware-
based approaches3. Since these works usually require an own database
collection, the number of samples are listed instead of a database
name.

Manivanan et al. [196] followed the idea of detecting active sweat
pores with help of a high resolution camera. However, the authors
demonstrated the concept only on one bona fide presentation and
miss the opportunity to prove the soundness of this technique. As one

3 Parts of this Section are derived from our publications [177, 178].
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Year Ref. Description Performance
#PAI #PA #BF

species samples samples

2008 [249]
Multi-spectral APCER=0.9%

49 27,486 17,454

wavelet transform BPCER=0.5%

2010 [196] Active sweat pores N/A 0 0 1

2011 [129]
Multi-spectral APCER=0%

4 7-15 11-28

blanching effect, pulse BPCER=0%

2013 [76]
Optical methods APCER=10%

N/A N/A N/A
pulse, pressure, reflections BPCER<2%

2016 [68]
OCT, double bright peaks APCER=0%

3 28 540

+ autocorrelation BPCER=0%

2018 [137]
SWIR, LSCI APCER=0%

17 227 551

+ patch-based CNN BPCER=0%

2019

[189] OCT peak analysis
APCER=0%

4 60 30

BPCER=0%

[205]
LSCI CNN + LSTM APCER≤0.14%

6 218 3,743

patch-based BPCER≤0.11%

[58]
OCT patch-CNN APCER=0.27%

8 357 3,413

(no fingerprints) BPCER=0.2%

[84]
One-class GANs APCER=50.2%

12 5,531 11,880

RaspiReader BPCER=0.2%

[231] Colour time series
APCER=3.55%

16 21,700 14,892

BPCER=0.2%

2020

[139]
Video-based APCER=5%

7 1,386 396

dynamic features BPCER=18.1%

[268]
Multi-modal depends on

45 4,507 21,998

3-fold and LOO analysis experiment

2021

[140]
Spatial + temporal APCER=5%

7 1,386 396

dynamic features BPCER=1.11%

[190]
OCT APCER=5%

101 121 233

Autoencoder BPCER=3.41%

Table 2.2: Summary of reviewed hardware-based fingerprint PAD methods.
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of the most reliable techniques, Optical Coherence Tomography (OCT)
sensors [34, 266] are especially suited for fingerprint PAD. By scanning
up to two millimeter into the skin, a 3D model of the fingertip is
constructed and fingerprint PAIs can be detected. Furthermore, a scan
of bona fide presentations also includes the inner fingerprint, which
enables fingerprint recognition of subjects with worn-out instances.
In the context of fingerprint PAD, Darlow et al. [68] focussed on the
occurring double bright peaks in the OCT scans to distinguish bona
fide presentations from attack presentations of three different PAI
species. Likewise, Liu et al. [189] analysed that exactly two peaks
appear for bona fide presentations. Moreover, the maximum peak is
always on second position, which can be successfully exploited for
fingerprint PAD with a threshold comparison. However, also deep
learning can be used as demonstrated by Chugh and Jain [58]. The
authors extract overlapping patches from one OCT scan to train a
CNN. Based on a larger dataset, the OCT PAD performance drops
slightly below 100%. However, since only one B-scan is captured, the
actual fingerprint information is not available. In another approach
Liu et al. [190] developed a one-class convolutional autoencoder based
on ResNet [128]. During training only bona fide presentations are
used and their test set contains 101 PAI species, which are not further
described. One fingerprint sample comprises 400 depth scans, which
are separately used in their model. The final PAD score is a score
fusion based on the decoded and the latent representations. Additional
fingerprint PAD methods based on OCT data were reviewed by Moolla
et al. [207]. Despite the fact, that OCT sensors became commercially
available in the last years (e. g., ThorLabs4), their high costs remain a
disadvantage in contrast to different PAD techniques.

Hence, other approaches utilise multiple illumination techniques to
develop fingerprint PAD methods. The research of Rowe et al. [249]
led to the first multi-spectral capture device by Lumidigm. Finger-
print images are acquired in four differently coloured illuminations in
order to improve the recognition accuracy as well as to detect attack
presentations. The evaluation is carried out with 49 PAI species and
over 44,000 samples in total. Hengfoss et al. [129] followed a more
general approach and analysed all wavelengths between 400 nm and
1,650 nm. In particular, the authors observed the reflections during
blanching (i. e., while a finger is pressed against a surface, the fingertip
loses colour since the blood is squeezed out). This liveness indicator
can also be used to detect cadaver fingers. In addition to this multi-
spectral analysis, this study also measures the pulse. However, the
authors conclude it is less applicable for efficient fingerprint PAD since
the capture process itself lasts longer. In a similar way, Drahansky
et al. [76] proposed optical methods for pulse, pressure, and skin re-
flections. They show that reflections from multi-spectral illuminations

4 https://www.thorlabs.com/navigation.cfm?guide_id=2039

https://www.thorlabs.com/navigation.cfm?guide_id=2039
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are more reliable in terms of fingerprint PAD performance than both
other methods. However, no information about the collected dataset
are published.

Based on images captured with the RaspiReader [83], Engelsma and
Jain [84] evaluated one-class GANs regarding their ability to detect
unknown attack presentations. The utilised models are based on the
DCGAN architecture [234]. The results show room for improvement
since especially transparent PAI species are wrongly classified. In
another work, Plesh et al. [231] analyse static features of traditional
greyscale images as well as dynamic features of colour time series.
Their final feature-level fusion combines both methods for fingerprint
PAD.

Husseis et al. [139] used thermal and optical sensors and captured
videos in order to analyse dynamic fingerprint statistics. Their PAD
method describes visual features and the results show that statistical
differences between bona fide presentations and attack presentations
exist. The authors further improve their work in [140] by taking into
account spatial and temporal features within the captured image
sequence. The evaluation reveals that the performance depends on
the combination of feature extraction and sensing technique. All in
all, these methods achieve significantly better results than their first
approach. Within a short video sequence (e. g., 1 second), the Laser
Speckle Contrast Imaging (LSCI) technique [258] visualises movement
within blood tissues beneath the skin. In particular, the laser illu-
mination has a specific penetration depth for non-solid surfaces. If
pointed at living skin, the scattered reflections change over the capture
time due to the movement within the tissues [288]. In the area of
fingerprint PAD, Mirzaalian et al. [205] process these LSCI sequences
with multiple deep learning networks. While classical CNNs do not
take temporal information into account, the Long Short-term Memory
(LSTM) is especially designed for this use case. As a result, the LSTM
model achieves better PAD performance than the tested CNNs.

Utilising multi-spectral illuminations in the Short Wave Infrared
(SWIR) domain has proven suitable for face PAD [270] since differ-
ent skin types [96] reflect these wavelengths in a similar way. In
the context of fingerprint PAD, Hussein et al. [137] fused LSCI and
SWIR PAD methods. This combination turned out to benefit from both
strengths and improve the PAD performance. More recently, Spinoulas
et al. [268] additionally include Near Infrared (NIR) and finger vein
samples in their extensive fingerprint PAD algorithm benchmark. The
evaluation consists of 3-fold partitions as well as LOO protocols in or-
der to analyse the performance towards unknown attacks. The results
show more robustness for fused systems in contrast to standalone
algorithms.
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2.2 biometric information protection

A considerable amount of research deals with privacy-preserving
methods for BIP, whereof the most relevant ones are summarised in
this Section5. Generally, three categories of BIP approaches can be
defined, namely: i) cancelable biometrics [183, 226], where the sam-
ple or its template are irreversibly transformed; ii) cryptobiometric
systems [43, 46, 152], which either extract a key from the biometric
data or bind one to it; and iii) biometrics in the encrypted domain [7,
287], where cryptographic methods such as Homomorphic Encryp-
tion (HE) [1] or Secure Two-Party Computation (STPC) [71, 230] are
applied for BIP. Except for Bloom filters [78, 114–116], cancelable
and cryptobiometric BIP systems usually suffer from an accuracy
degradation due to the applied schemes [238]. On the other hand,
comparing biometric templates in the encrypted domain maintains
the performance of the unprotected system, since identical distance
computations can be applied. Additionally, provable security can be
granted as the BIP methods build upon state-of-the-art cryptographic
problems. Furthermore, in contrast to the more specific solutions for
cancelable and cryptobiometric BIP, comparisons in the encrypted
domain can be done independently of the biometric modality used
and thus are more general applicable. Because of these properties and
recent advances in HE [4, 9], the focus in this Thesis lies on BIP in the
encrypted domain. While the most relevant approaches are introduced
in the following, the interested reader is referred to [210, 211, 238, 253]
for more extensive surveys, which also include the first two categories.
In addition, an overview of BIP schemes in the encrypted domain is
presented in [13, 37].

Anonymous biometric access control is possible at the cost of a
biometric identification, in case the protocol only evaluates whether a
subject is enrolled in the system or not. In this context, Ye et al. [299] as
well as Luo et al. [192] presented approaches for iris recognition based
on HE. In 2009, Erkin et al. [86] proposed BIP for face recognition based
on Eigenfaces [285]. The distances are computed using the Paillier
HE scheme [224] based on quantised integer templates and the final
threshold comparison is achieved using Damgård-Geisler-Krøigaard
(DGK) HE [64, 65]. In a subsequent work, Sadeghi et al. [251] improved
the efficiency by introducing Garbled Circuits (GCs) [296] for the
secure distance computation. This has the advantage that complex
calculations can be shifted to the offline phase, thus accelerating the
online comparison.

Gomez-Barrero et al. [107] implemented BIP for fixed-length signa-
ture templates and evaluate different distance measures. Real time bio-
metric verifications are achieved by using the Paillier HE scheme [224].
However, this scheme has the disadvantage that the client computes

5 Parts of this Section are derived from our publications [16, 173, 174].
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the distance between reference and probe templates. Hence, security
is only theoretically given in the honest but curious model [127], since
the client (who wants to get authenticated) can simply encrypt a dis-
tance score that gets accepted in order to bypass the authentication
attempt. A further improvement in [109] allows template sizes of vari-
able length, while also increasing the biometric accuracy of the system.
A subsequent study [113] combines the signature approach with fixed-
length fingercodes [150] in order to evaluate three different fusion
schemes for a multi-biometric system. Since the general framework
remains identical, malicious clients can always get authenticated.

The same problem exists for other approaches based on Paillier
HE [224] due to the limited homomorphic properties. Additions are
fully supported but for multiplications in the encrypted domain, one
part needs to be available in plaintext. In this context, Rane et al. [236]
let the client compute the distance of quantised fingerprint templates.
On the other hand, the system by Osadchy et al. [222] is secure against
malicious clients at the cost of an unprotected database at the server.
Likewise, Barni et al. [12] protect only the probe fingercodes [150]
while working with a plaintext database. By reducing the size of the
fingercode before encryption, Bianchi et al. [20] are able to gain com-
putational efficiency by trading some biometric accuracy. Combining
HE with GCs, Blanton and Gasti [23] proposed an efficient solution
for fingercodes as well as iris-codes. However, as their database also is
not encrypted, no protection against database leakages is given.

Yang et al. [294] proposed a fingerprint authentication method based
on modified minutiae pair representations [289, 295]. They further
quantise the features to retrieve binary templates which they encrypt
with Paillier [224] for database storage. However, probes are send
in plain to the authentication server, which computes the bitwise
Exclusive-OR (XOR) of probe and encrypted reference. Despite their
two server architecture, the client holds the secret key to decrypt the
Hamming weight and authenticate itself. Moreover, the client can send
a zero-vector to retrieve a database record.

Using the HE scheme by Gentry and Halevi [103], Yasuda et al. [297]
gain efficiency with their newly developed packing method. Hence,
computing the Hamming distance (HD) requires less homomorphic
operations in the encrypted domain. The authors further improve the
packing in a subsequent study [298] based on a particular variant of
the ring-LWE (RLWE) assumption [193], which applies for multiple
HE schemes [32, 33, 93]. This system computes the HD of 2,048 bit
vectors in the encrypted domain within 5.3 ms. Furthermore, Patsakis
et al. [227] split iris-codes into blocks before encrypting these with the
N-th degree truncated polynomial ring (NTRU) HE scheme [133] and
computing the distance in the encrypted domain. Additionally, they
benchmark their system in terms of transaction time and communica-
tion costs with the RSA-based protocol of [24].
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Drozdowski et al. [77] focus on the challenges for HE in the context
of biometric identifications. The authors describe an example archi-
tecture for face recognition by evaluating two HE schemes. While
Cheon-Kim-Kim-Song (CKKS) can directly operate on float templates,
Brakerski/Fan-Vercauteren (BFV) first requires an integer quantisa-
tion. The results show that computing the Euclidean distance in the
encrypted domain is too slow for efficient biometric identification
systems. Boddeti [26] found a way to speed up face verifications
in the BFV HE scheme. First, the float vectors are rounded to two
decimal digits before they are converted to integers. Moreover, the
author applies batching in order to execute multiplications on multiple
templates within one homomorphic operation. Additionally, principal
component analysis [291] can be used to reduce the feature vector to 64

dimensions, thus needing less operations for the distance computation.
However, this implies a noticeable performance degradation. Also the
secret key is stored at client side, which creates a two-factor authen-
tication system for the user. This is also the case for the system of
Kulkarni and Namboodiri [181], who utilised the Boneh-Goh-Nissim
(BGN) HE scheme [27] to compare iris-codes and palmprints in the
encrypted domain. However, as BGN supports only one multiplication
next to additions of ciphertexts, the system needs binary inputs, which
can be compared with the HD.

Finally, THRIVE [163] was proposed to protect binary templates in
a malicious environment. However, their proof is based on the semi-
honest model and hence the security for malicious servers is not given.
This problem was recently addressed by Bassit et al. [15] to additionally
cover malicious adversaries. Their security is based on the Elgamal HE
scheme [82] in combination with zero-knowledge proofs and works
for all biometric modalities with fixed-length feature vectors. In order
to enhance the efficiency of the biometric recognition, the authors
implement lookup tables, where they can store precomputed results
for fast access. Hence, the real time execution is maintained while
securing the biometric data against malicious adversaries. In another
approach, Barni et al. [14] utilise the SPDZ tool by Damgård et al. [66,
67] to protect face and iris authentications against malicious parties.
Based on secret sharing, their STPC setup consists of one client and
one server. Hence, the references are partly stored at the client and
furthermore the authors assume that the client completed the required
pre-processing steps (offline phase) before an authentication attempt.
The timed online phase takes a fracture of a second and only the final
decision is disclosed in plaintext. Besides, malicious attempts can be
detected through the usage of message authentication codes [223].



3
F I N G E R P R I N T P R E S E N TAT I O N AT TA C K
D E T E C T I O N

Research has proven that PAs are a severe threat and that biometric
recognition systems accept attack presentations for comparison [21,
125]. Regarding fingerprints, it must be assumed that a skilled attacker
is able to cast a good quality fingerprint PAI [106]. However, due to
mass fabrication of PAIs in order to collect databases for research, the
quality of the fingerprint pattern varies. Hence, the PAD approaches in
this Chapter focus only on the detection of attack presentations and do
not evaluate whether attacks would successfully match to mated bona
fide references. Examples of usable materials and some fingerprint
PAIs are included in the appendix (Figure a.1). The following Sections
present and discuss own contributions for fingerprint PAD.

3.1 fingerprint pad using multiple sensing techniques

The evaluated fingerprint PAD approach follows a hardware-based
attempt. Therefore, in a project context related to the scope of this
Thesis, a new design for a capture device was developed in cooperation
with the project partners1. Hence, this capture device is introduced
in the following and how the acquired data is expected to assist the
detection of attack presentations. Furthermore, the particular methods
and algorithms for fingerprint PAD are presented and finally the
discussion of the experimental results concludes this Section.

3.1.1 Capture Device and Fingerprint Data

The idea for the capture device design was to combine the strengths
of multiple sensing techniques in order to detect various different
PAI species. As already addressed in research question RQ1, addi-
tional sensors can provide reliable PAD data, but on the other hand,
compatibility with legacy fingerprints is required. The distinct parts
of the capture device2 are illustrated in Figure 3.1. The box contains
two cameras and multiple illumination units. As soon as the finger
is placed in the open slot, all ambient light is blocked and only the
desired illuminations within the box are captured. The first camera
(Basler acA1300-60gm) acquires images in the visible (VIS) and NIR
domain. Similar to Lin and Kumar [187], a finger photo (260× 840

1 https://www.isi.edu/projects/batl/overview
2 A more detailed description and illustration is given in [137] as well as in the appendix

(Figure a.2).
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NIR LEDs
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SWIR & VIS 
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VIS / NIR 
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  SWIR 
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Figure 3.1: The capture device is a closed box with only one free slot for the
finger. Two cameras in combination with multiple illuminations
are able to capture the fingerprint and additional PAD data.

(a) (b) (c)

Figure 3.2: Fingerprint recognition pipeline for legacy compatibility: (a) orig-
inal finger photo, (b) segmented fingerprint, and (c) detected
minutiae points.

pixels) is captured in the visible domain in order to grant compatibility
with legacy fingerprint sensors. The processing pipeline to extract the
fingerprint of the first phalanx is shown in Figure 3.2, where Neu-
rotechnology Verifinger SDK3 was used to segment the fingerprint (b)
and locate the minutiae points for comparison (c). The advantages of
touchless fingerprint acquisition are no skin deformations, nor latent
prints on the screen, and a reduction of hygienic concerns [185]. Sam-
ples of different captured PAIs in comparison to a bona fide sample
are shown in Figure 3.3.

Inspired by the multi-modal capture device in [235], which acquires
fingerprint and finger vein images with the same camera, the capture
device also includes a back-illumination part. As depicted in the top of
Figure 3.1, NIR LEDs (940 nm) are placed above the finger slot and
an additional light guide concentrates the illumination on the finger
in order to prevent diffusion. A wavelength of 940 nm is absorbed by
oxygenated veins and a wavelength of 660 nm can reveal deoxygenated
ones [243]. In both cases, the light shines through the finger and only
the veins appear as dark lines. Since classical fingerprint PAIs do not
include a vein pattern, these can be easily detected. It should be noted
that the subjects are enrolled with their fingerprints only and the vein

3 https://www.neurotechnology.com/verifinger.html

https://www.neurotechnology.com/verifinger.html
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(a) bona fide (b) 3D printed (c) dragonskin (d) playdoh (e) silicone

Figure 3.3: Samples in the visible domain.

(a) bona fide (b) 3D printed (c) dragonskin (d) playdoh (e) silicone

Figure 3.4: Back-illumination samples in the NIR domain.

patterns are not used for comparison but for PAD only. In this context,
it is only of interest to check that a vein pattern exists in the image.
However, as visible in Figure 3.4, the bona fide vein pattern is still
recognisable for thin and transparent overlay PAIs as dragonskin.

In order to deal with these issues, additional sensors acquire com-
plementary information. In particular, a second camera (Hamamatsu
InGaAs, 64× 64 pixels at 1025 fps) is used for the SWIR wavelengths
between 1200 nm and 1700 nm. This invisible domain is especially
suited for PAD because all skin types in the Fritzpatrick scale [96]
reflect in the same way as shown by Steiner et al. [270] for face PAD,
but on the contrary PAI species reflect this light quite different from
skin [271]. In this context, four SWIR wavelengths are captured with
this device: 1200 nm, 1300 nm, 1450 nm, and 1550 nm. Samples across
all four wavelengths (left to right) are depicted in Figure 3.5. The
Region of Interest (RoI) of the finger slot comprises 18× 58 pixels.

Finally, the Hamamatsu camera additionally captures a laser speckle
sequence comprising 1,000 frames with 1310 nm fiber illumination.
For this, the lens of this camera is automatically switched in order to
zoom into the finger slot (RoI of 64× 64 pixels). Furthermore, a fast
steering mirror is utilised to focus three consecutive patches to capture
a total of 1× 3 cm of the finger. This technique comes from biomedical
applications and is used to visualise and monitor microvascular blood
movement of biological tissues. Applications include among others
investigations in skin, retina, and neuroscience [258, 288]. For the
use case of fingerprint PAD the laser penetrates the skin, producing
a random interference effect [35] resulting in a granular pattern of

(a) bona fide (b) 3D printed (c) dragonskin (d) playdoh (e) silicone

Figure 3.5: SWIR samples in the four wavelengths 1200, 1300, 1450, 1550 nm.
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(a) bona fide (b) 3D printed (c) dragonskin (d) playdoh (e) silicone

Figure 3.6: Samples of one laser speckle frame.

dark and bright spots [258]. Figure 3.6 includes one frame of the
captured image sequence to show examples of the speckle effect.
Depending on the structure and roughness of the surface, variations
of the interference pattern are visible. Especially moving scatterers
(e. g., red blood cells) make the speckle pattern change over time [25,
258, 288], which can be utilised for fingerprint PAD.

3.1.2 Underlying Concepts for Fingerprint PAD

This Section introduces the concepts that are used for fingerprint PAD
based on the aforementioned capture device and PAD data. These
include specific pre-processing, utilised feature extraction methods,
and classifiers.

3.1.2.1 Laser Speckle Contrast Imaging

The speckle pattern4 has different intensity values based on the occur-
ring interference [259]. Furthermore, depending on the velocity of flow
and the exposure time (1 ms for this capture device), moving scatters
appear blurred [35]. The speckle contrast, as the main characteristic
of Laser Speckle Contrast Imaging (LSCI), describes the degree of
blurring and thus quantifies the pictured movement. In this context,
Goodman [123] demonstrates that, given perfect conditions, standard
deviation and mean intensity of the speckle pattern are equal. Hence,
the speckle contrast C can be defined as the ratio between standard
deviation σ and mean intensity 〈I〉:

C =
σ

〈I〉 (3.1)

The contrast of the captured laser speckle sequence can be analysed
either temporally (Ct) or spatially (Cs) in order to quantify the degree
of motion causing the blurring [81]. The calculation for both cases
is illustrated in Figure 3.7. Generally, a larger contrasting neighbour-
hood results in a more accurate contrast estimation [288]. Given the
small resolution of 64× 64 pixels and a sequence of 1,000 frames, the
temporal contrast Ct is computed for fingerprint PAD approaches. As
depicted in Figure 3.7b, this approach quantifies how a single pixel

4 The descriptions within this Section are derived from our publications [167, 175].
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Figure 3.7: Laser speckle contrast calculation for (a) spatial and (b) temporal
domain as described in [288].
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Figure 3.8: LSCI pre-processing pipeline computing the temporal contrast of
the captured laser speckle sequence.

changes over the capture time. A pixel without motion has steady
intensity values over the time, which results in a low standard devi-
ation and thus a low contrast Ct. On the other hand, motion causes
varying intensities within the sequence that increase the standard
deviation as well as the contrast Ct. Based on the findings in [25, 258,
259, 288], the temporal neighbourhood is set to 25 frames. Hence, the
temporal contrast Ct is computed for each 25 consecutive laser speckle
frames of the captured sequence, thus resulting in 40 contrast images
as depicted in Figure 3.8. Subsequently, these 40 intermediate contrast
images are averaged in order to combine their information in a single
image. For the remaining of this Thesis, this averaged contrast image
is simply referred to as LSCI image. Figure 3.9 shows samples of LSCI
images that can then be further processed by the PAD algorithms.

(a) bona fide (b) 3D printed (c) dragonskin (d) playdoh (e) silicone

Figure 3.9: Samples of LSCI images.
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(a) original (b) HIST (c) LBP (d) BSIF (e) HOG

Figure 3.10: Overview of utilised image descriptors.

3.1.2.2 Handcrafted Feature Extraction

This Section describes feature extraction methods that are utilised in
the following PAD approaches. This is of particular interest for the sub-
question of RQ2, regarding pre-processing steps in the combination
of PAD data and classifier. As one of the major image characteristics,
texture can be analysed by different descriptors [191]. Given the cap-
tured 2-dimensional greyscale images (width × height), the following
well-known image descriptors [92] are taken into account for finger-
print PAD. Figure 3.10 provides an overview of the utilised image
descriptors based on the bona fide fingerprint captured in the visual
domain.

Greyscale histogram (HIST). The most simple image descriptor is
the histogram as it only counts the number of occurrences per specified
bin. Hence, the greyscale histogram for 8-bit images uses 256

(
28) bins

(i. e., one for every possible value). This analysis can be applied on its
own or as the last step of other feature extraction methods in order to
obtain a 1-dimensional feature vector for classification.

Local Binary Patterns (LBP) [219]. LBP convinces with computa-
tional simplicity as an efficient and greyscale invariant texture descrip-
tor. The process to compute the LBP value for one pixel is illustrated
in Figure 3.11. The greyscale values of neighbouring pixels are com-
pared to the central pixel (orange) resulting in a binary value for
each position. Those binary values are combined and transformed to
a decimal value, which finally replaces the original central pixel in
the image. This block (e. g. 3× 3) shifts pixelwise through the whole
image and replaces all original pixels (except for the most outer ones).
Besides, the binary representation can be flipped and the starting point
and reading direction can be changed as LBP operates independently
of these factors. However, these settings are required to be identical
throughout one system in order to keep the features comparable. Fi-
nally, the histogram of the LBP image creates a compressed feature
vector for further processing.

74 46 93

55 79 87

63 75 80

0 0 1

0 1

0 0 1

001110002 5610

Figure 3.11: LBP computation steps for a 3× 3 window.
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(a) Filter 1 (b) Filter 2 (c) Filter 3 (d) Filter 4 (e) Filter 5

Figure 3.12: 5-bit 3× 3 BSIF filters.

(a) Filter 1 (b) Filter 2 (c) Filter 3 (d) Filter 4 (e) Filter 5

Figure 3.13: 5-bit 7× 7 BSIF filters.

Binarized Statistical Image Features (BSIF) [162]. In contrast to LBP,
the BSIF filter utilises statistics of natural images instead of heuristic
computations. In particular, the pixelwise responses of multiple linear
filters applied to the image results in a binary code. Example filters
for two sizes are shown in Figure 3.12 (3× 3) and Figure 3.13 (7× 7).
Each filter of the selected series is subsequently applied to the original
image and their responses are combined to retrieve the output im-
age. Finally, a histogram of the binarised result is computed with the
number of bins directly corresponding to the number of BSIF filters
(e. g., 25 = 32). Kannala and Rahtu [162] additionally provide details
on how to create new BSIF filters using independent component anal-
ysis [141]. However, training own filters involves the risk of reducing
the generalisability compared to the ones proposed by the authors.
Thus, in most cases, as in this Thesis, their pre-trained filters [162] are
used.

Histogram of Oriented Gradients (HOG) [63]. Extracting features
from changes or frequency of information is another non texture-
based approach. Using image gradients, HOG characterises spatial
structures of the input image by detecting regular patterns within the
structures. In particular, direction and magnitude of each pixel are
related with previously computed gradients to estimate whether the
structure continues or changes. In the next step, the image is divided
into a grid of even cells (e. g. 16× 16 pixels) and a HOG is computed
for each cell separately. Then, overlapping blocks of multiple cells are
created to normalise the HOGs and improve global accuracy. The final
results are flattened to a 1-dimensional feature vector. One advantage
of HOG towards the previously introduced texture descriptors is its
contrast invariance.
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All presented feature extraction methods are applied on greyscale
images and return a 1-dimensional feature vector. Hence, efficient
classification is supported by these compact features.

3.1.2.3 Classifiers

According to research question RQ2, different machine learning classi-
fiers [228] are benchmarked against each other. These classifiers for
handcrafted features are briefly introduced in this Section5.

Support Vector Machine (SVM) [60]. As a binary classifier, the
SVM is especially suited for PAD tasks. SVMs map the input data
to a high-dimensional feature space and define a hyperplane during
training that allows separation of both classes. Hence, predictions are
efficiently achieved by mapping the test sample into the feature space
and comparing it to the hyperplane.

K-nearest neighbours (KNN) [61]. During training, the features are
grouped into clusters (two in the case of PAD). Unknown test samples
are mapped into the same feature space and the classifier checks its
k nearest neighbours to predict the corresponding class. In order to
apply simple majority voting, uneven values are used for k.

Decision Tree (DT) [233]. In a DT, class labels are stored in the leafs
and the branches contain the conjunctions to reach the conclusion.
Given the binary PAD case, all leafs contain either labels for bona fide
presentations or attack presentations. DTs are still efficient for huge
datasets since they need scarce data preparation. However, as little
alterations in the training set cause largely different structures, DTs
do not generalise well on unseen data.

Random Forest (RF) [131]. Building a forest of multitude DTs, RFs
aim to amend the missing robustness by averaging several DTs. In
order to prevent over-fitting, all DTs are trained on deviating, in
some parts overlapping, sets of the training data. By design, this
composition generalises much better than a single DT, which is a
desired property for PAD approaches as unknown PAI species must
always be anticipated.

AdaBoost Classifier (ADA) [300]. As the RF, this classifier also
trains multiple instances, but uses the full training set in all cases. The
first model is evaluated before fitting additional copies with adjusted
weights for misclassified samples. Hence, the subsequent instances
learn to correctly distinguish more difficult cases and improve the
general performance.

Gaussian Naive Bayes (GNB) [47]. The GNB classifier requires only
small training sets for parameter adjustment and convinces with an
efficient execution time. The prediction takes into account previous
observations using a conditional decision chain and the possibility to
update model parameters after deployment is the main advantage of
the GNB classifier.

5 The descriptions within this Section are derived from our publication [175].
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Stochastic Gradient Descent (SGD) [29]. This method is a combina-
tion of linear classifiers and SGD training, during which the gradients
are evaluated by shuffling the samples for each epoch. Additionally,
decreasing the learning rate prevents over-fitting while processing
single training samples at a time. Several different loss functions can
be selected to fit the model.

Linear Discriminant Analysis (LDA) & Quadratic Discriminant Anal-
ysis (QDA) [184]. These classifiers either come with linear or quadratic
decision boundaries and are created by applying Bayes’ theorem [158].
Both approaches fit a Gaussian density to each class and for classifica-
tion of new test data, these class conditional densities are employed.

3.1.2.4 Convolutional Neural Networks

The rise of deep learning [122] within the last years correlates with in-
creasing processing power auf GPUs as well as the amount of available
data. These facts allow the training of deep architectures that are able
to outperform traditional methods. Thus, deep learning techniques
are deployed, among other areas, for biometrics in the fields of finger-
print [277], face [73, 256], iris [214], ocular [241], signature [281], and
speaker [59] recognition. In fact, even use cases with scarce data can
benefit from deep learning. In this case, pre-trained models are fine-
tuned on a different task (i. e. fingerprint PAD), an approach called
transfer learning [276]6.

Convolutional NNs (CNNs) are one of the most successful architec-
tures in the area of deep learning when it comes to image classification.
Its convolutional layers extract different patterns as e. g. horizontal and
vertical edges, while pooling layers are added to achieve invariance
towards little alterations of the input data to aid the pattern extraction.
In the area of fingerprint PAD, CNNs have a twofold use as they
can be trained to extract features from input images or additionally
train a prediction layer for classification (end-to-end). In this work,
only the latter case is used to directly predict the class of the given
sample. A benchmark between both scenarios is done in [279], where
the extracted features are classified with SVMs and result in a worse
performance than the end-to-end CNNs.

In this context, two CNNs are evaluated for fingerprint PAD within
this Thesis since they combine both parts of research question RQ2.
VGG19 [260] was pre-trained for the ImageNet challenge [72, 250] and
is fine-tuned on the fingerprint data. Therefore, the top layers (i. e.,
prediction block) are replaced to support a binary decision between
bona fide presentations and attack presentations. Furthermore, the
weights of the last convolutional block are re-trained together with
the newly added prediction block. In fact, more general features are
extracted by the first layers while the last ones extract more abstract

6 This Section is based on the descriptions within our publications [112, 280].
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Figure 3.14: CNN architectures of the fine-tuned VGG19 and the developed
residual CNN ResNet. Trainable layers are coloured in blue and
red marks pre-trained layers that keep original weights.
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features that are already specific for the particular task. In addition,
re-training the whole CNN with such a small database (Section 3.1.7)
would most likely result in over-fitting, which is not beneficial for
PAD tasks. The second CNN is a small self-developed network with
residual connections [273], which will be referred to as ResNet. The
small size of six layers allows training from scratch without the risk
of over-fitting. Additionally, in contrast to plain networks, residual
connections combine the output of one layer with the output of the sub-
sequent layer. These shortcuts make deeper architectures possible and
reduce the training time significantly [128]. Following the approach
of [142], each convolutional layer is followed by batch normalisation
and Rectified Linear Unit (ReLU) activation and for the final decision a
fully connected layer including Sigmoid activation is added. For both
CNNs Adam optimizer [172] with a learning rate of 0.0001 and binary
cross-entropy loss function is chosen. The architectures of both CNNs
are shown in Figure 3.14, highlighting the layers that are trained on
the fingerprint data.

3.1.3 Vein-based Fingerprint PAD Methods

The vein samples in Figure 3.4 indicate that some PAI materials com-
pletely block the NIR light producing a black image (e. g. silicone),
while others appear transparent for 940 nm illumination, resulting in a
blinded camera and a white capture (e. g. playdoh)7. Hence, the most
simple vein-based PAD method defines two thresholds

(
δmin, δmax) to

classify the average greyscale value of the back-illumination sample.
Captures that are either too bright or too dark to stem from bona
fide presentations can thus be detected with this Luminosity PAD
method. In order to allow compliance with other PAD scores that
rely on a single decision threshold, the obtained average greyscale
value g ∈ [0, 255] (given 8-bit images) is normalised to a PAD score
slum ∈ [0, 100] as follows:

slum =
100
255
·
(

g− δmin mod 256
)

(3.2)

And a single decision threshold δlum ∈ [0, 100] can be computed as:

δlum =
δmax − δmin

255
· 100 (3.3)

However, PAI species that only partially block the NIR illumination
are not detected as the average luminosity is within the thresholds.
Hence, a more advanced PAD method analyses whether finger vein
patterns can be extracted with the Maximum Curvature (MC) [206]
algorithm that is commonly used for finger vein recognition [286]. The
implementation within the freely available Bob toolbox8 [10, 11] is

7 This Section is based on our publications [111, 177].
8 https://www.idiap.ch/software/bob/

https://www.idiap.ch/software/bob/
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(a) bona fide (b) 3D printed (c) dragonskin (d) playdoh (e) silicone

Figure 3.15: Vein patterns that are extracted by MC.

(a) 1
st Pyramid level (b) 6

th Pyramid level

(c) 11
th Pyramid level (d) 16

th Pyramid level

Figure 3.16: Increasing blurriness of PLBP images for higher pyramid levels.

used to obtain binary images showing only the extracted vein pattern.
The examples in Figure 3.15 indicate that MC completely fails to
extract a pattern for particular PAI species (e. g. playdoh) and creates
random patterns for other materials (e. g. 3D printed and silicone). On
the other hand, bona fide samples and dragonskin overlays result in a
sound vein skeleton.

Identically to the luminosity, the mean value of these binary image
can be compared to two thresholds to derive a fast decision and
filter obvious attack presentations. The only difference towards the
computations in Eq. (3.2) and Eq. (3.3) is that MC creates 1-bit images
instead of 8-bit images. This vein-based PAD method is referred to as
MC mean. In addition, a SVM is trained on the column-wise histograms
of the MC image. Since finger veins are located along the direction of
the finger (horizontal in the captured images), vertical lines indicate
the presence of a PAI. Hence, the MC hist PAD method adds up the
pixels of each vertical column and the histogram of all sums is used
as input vector for the SVM.

Furthermore, the texture of the captured vein samples is analysed
using a combination of Gaussian Pyramids and LBP (PLBP) [232],
which was successfully applied for fingerprint PAD on the LivDet 2013

dataset [105] by Jiang and Liu [157] using three pyramid levels. PLBP
allows to extract texture information (LBP features) from multiple
hierarchical spatial pyramids considering different resolution levels,
which tends to increase its robustness. In this regard, the PLBP method
is benchmarked against the classical versions of LBP and BSIF.

Gaussian pyramids are widely used for multi-resolution image
analyses [220]. By repeatedly down-sampling the input image through
applying a Gaussian blur lowpass filter, a series of consecutive smaller
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Figure 3.17: Tested texture-based PAD methods. PLBP example case of three
pyramid levels for separate (a) and single (b) SVM approaches
in contrast to basic LBP (c) and BSIF (d) feature extractions.

images is obtained. This process compresses image information as a
fixed-size area is replaced by one pixel in its smaller successor. When
aligning all images from small (top) to large (bottom) it resembles a
pyramid. For this PAD method up to 16 pyramid levels are evaluated in
order to find the best-suited setting. Moreover, the resulting images are
up-sampled again to the original image size to extract feature vectors
of identical lengths for classification. Thus, higher pyramid levels seem
blurrier due to the information loss as depicted in Figure 3.16.

In accordance with the normal LBP process, the greyscale his-
tograms from each PLBP image are computed and serve as input
for the classifier. Furthermore, two SVM setups are benchmarked to
either train separate instances for different pyramid levels or to train
one common SVM on the input from all pyramid levels. Both use cases
combine their multiple outputs through majority voting as illustrated
in Figure 3.17 for three pyramid levels. Additionally, the pipelines
for basic LBP and BSIF processing are shown for completeness. All
SVMs produce binary results and are trained using cross-validation
following the guide in [136] to automatically search for the best param-
eter setting. Besides, creating the Gaussian pyramid as well as feature
extraction are done with the publicly available Bob toolkit [10, 11].



32 fingerprint presentation attack detection

3.1.4 SWIR Fingerprint PAD Methods

Based on the acquired SWIR data, this Section9 presents handcrafted
as well as deep learning algorithms for fingerprint PAD.

As proposed in [110], the spectral signature of fingerprint images
captured in the SWIR domain can be used for fingerprint PAD. This
method exploits the fact that all skin colours reflect SWIR illumination
in a very similar way while most PAI materials look differently, which
was shown in [271] (here: Figure a.3). As visible in Figure 3.5, for bona
fide samples the greyscale intensity decreases for increasing SWIR
wavelengths. On the other hand, the reflections remain stable for
particular PAI species (e. g., 3D printed, dragonskin, or silicone). This
fact was first utilised by Steiner et al. [270] for wavelengths between
935 nm and 1550 nm to discriminate each pixel of facial images
whether it shows skin or no skin (e. g., hair, make-up, or PAI). Due to
the pixel-wise classification, even partly covered areas can reliable be
detected. Furthermore, since each pixel results in a feature vector, the
used SVM can be successfully trained on small datasets. Given the four
captured wavelengths (λ1 = 1200 nm, λ2 = 1300 nm, λ3 = 1450 nm,
λ4 = 1550 nm), the spectral signature ss of a pixel at location (x, y) is
computed from the intensity values of the corresponding wavelengths:

ss (x, y) = (iλ1 , iλ2 , iλ3 , iλ4) (3.4)

The final spectral signature ss comprises six differences d from all
possible wavelengths combinations as given in Eq. (3.5):

d [iλ1 , iλ2 ] , d [iλ1 , iλ3 ] , d [iλ1 , iλ4 ] , d [iλ2 , iλ3 ] , d [iλ2 , iλ4 ] , d [iλ3 , iλ4 ] (3.5)

whereas a single normalised distance d is defined as:

d [ia, ib] =
ia − ib

ia + ib
. (3.6)

Computing the normalised signature is desired in order to counter
possible changes in the illumination and to focus on the trend across
different wavelengths instead of absolute brightness values. To support
this, only the central area (18× 20 pixels) of the SWIR images is used
as highlighted in Figure 3.18 since the top and bottom of the finger slot
are not equally illuminated. Finally, for each pixel (18× 20 = 360) with
coordinates (x, y) six normalised differences d across all wavelengths
are calculated to obtain 360 spectral signature feature vectors. The
number of classified non-skin pixels proportional to all pixels result
in the final PAD score of that specific sample. Following the definition
in ISO/IEC 30107-2 [148], PAD scores close to zero correspond to
bona fide presentations and higher scores close to 100 indicate attack
presentations.

9 This Section is based on our publications [110, 112, 280].
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Figure 3.18: Used RoI of the SWIR frames to compute the spectral signature.

(a) bona fide (b) 3D printed (c) dragonskin (d) playdoh (e) silicone

Figure 3.19: RGB images created from all four SWIR wavelengths.

In addition to the handcrafted PAD method, CNNs combine feature
extraction and classification in one instance. Through deep learning
they can be trained to extract those features that are relevant for
classification. For this problem of fingerprint PAD, two approaches10

are evaluated: i) fine-tuning the pre-trained VGG19 [260] by applying
transfer learning, and ii) training the small ResNet from scratch. Both
CNNs are applied on the SWIR data, which requires further pre-
processing in order to combine the four SWIR wavelengths to one
3-dimensional RGB image.

Those four wavelengths were selected because all skin types [96]
reflect SWIR illumination in the same way [271], thus providing low
intra-class variations for bona fide samples. It is of interest to maintain
this property, which is valuable for the PAD task, while creating the
RGB image. Furthermore, the inter-class variance between attack pre-
sentations and bona fide presentations should be as large as possible
to aid correct classification. After an empirical evaluation of different
combinations, the RGB image I can be computed as follows:

I (R, G, B) = (|λ4 − λ1|, |λ4 − λ2|, |λ4 − λ3|) (3.7)

Figure 3.19 shows examples of those RGB images. In contrast to
the spectral signature approach, the CNNs work on the full image.
As orange playdoh resembles bona fide skin in the SWIR domain
(Figure 3.5), also the crafted RGB images look similar. On the other
hand, the other attack presentations are easily separable from bona
fide presentations. Those RGB images can then be used as input for
the CNNs as illustrated in Figure 3.20. In contrast to the handcrafted
classifiers that produce binary decisions, the CNNs yield a floating
point PAD score in the range [0, 1]. As a result, an additional PAD
threshold is required for final classification.

10 This Section is based on our publications [112, 280].
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Figure 3.20: PAD pipeline for SWIR CNNs.

3.1.5 LSCI Fingerprint PAD Methods

The LSCI PAD methods11 consist of three steps: pre-processing, fea-
ture extraction, and classification. The pre-processing that computes
the temporal contrast from the captured laser speckle sequence is
described in Section 3.1.2.1 and the feature extraction methods directly
work on the resulting LSCI image. Analysing the LSCI images from
all three captured areas (Figure 3.21) revealed the presence of noise in
the first area since 1 mm

( 1
10

)
of the frames are covered by the edge

of the finger slot. Hence, this part shows no blood movement even
for bona fide samples which troubled the classification in [167], such
that the following experiments focus on the second and third area and
ignore the noisy capture.

Through computing the temporal contrast for the LSCI image,
high intensity values are a tangible indication for motion. Hence,
the Greyscale histogram (HIST) extracts features based on the bright-
ness alone, which yields heavier right tails for bona fide presentations
and heavier left tails for PAI species without motion. This can directly
be used for an additional pre-selection that compares the position of
the histogram peak to a threshold to easily filter the most obvious at-
tack presentations. In this regard, a very conservative threshold (50) is
chosen in order to maintain a convenient BPCER. Example histograms
with peaks (green) and thresholds (red) are depicted in Figure 3.22.

Furthermore, the LSCI images from multiple PAI species appear
more rough compared to the smooth texture of bona fide presentations.
LBP and BSIF are used to extract these more robust texture-based
features as both showed good performance on other fingerprint PAD

11 This Section is based on our publications [167, 175].

(a) area 3 (b) area 2 (c) area 1

Figure 3.21: LSCI images from all three captured areas.
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(a) bona fide (b) 3D printed (c) dragonskin (d) playdoh (e) silicone

Figure 3.22: Histograms of LSCI images. The pre-selection threshold is
marked in red and the peak bin in green.
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Figure 3.23: LSCI PAD pipeline. After the pre-processing, each feature ex-
traction method is combined with each classifier.

tasks [104, 293]. Finally, in some bona fide LSCI images a horizontal
vein pattern is visible (Figure 3.9), which can be recognised by HOG.
Figure 3.23 summarises this PAD pipeline: four feature extractors are
combined with nine classifiers, resulting in a benchmark of 36 PAD
algorithms (+1 optional peak pre-selection). In this regard, separate
entities of the classifiers are trained for each different feature set to
produce binary decisions and cross-validation is used to find the best
parameters for each classifier.

However, this benchmark creates too many individual results for
a fusion with the other sensing techniques. Hence, the best scores
are first internally fused to retrieve a final LSCI PAD score which
is then combined with further PAD scores. In this context, multiple
fusion schemes have been evaluated [111, 112, 167, 175], which can
be grouped into two categories as illustrated in Figure 3.24: cascade
decision and majority voting. The cascade provides more security as
attack presentations need to pass each algorithm individually but
leads to higher BPCERs as errors sum up. On the contrary, majority
voting maintains a low BPCER for a slightly higher APCER. In order to
fuse complementary information and prevent over-fitting on a specific
data partition, each extracted feature is only used once but particular
classifiers have no limit. Furthermore, both designs can easily be
adjusted to e. g. additionally include the peak pre-selection or remove
a feature set in case for decreasing PAD performance.
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Figure 3.24: LSCI fusion schemes. Either cascading or majority decisions
yield the final PAD score.

3.1.6 Fused PAD Methods

In addition to the stand-alone PAD methods, fusion schemes combine
the strengths of the different complementary sensing technologies.
In accordance with the LSCI fusion analysis, a cascading structure is
not desired since it adds up all errors and leads to higher BPCERs.
Moreover, a simple majority voting is only beneficial for equal shares of
PAD algorithms with identical strengths. As a result, the PAD scores
are fused using a weighted score fusion, thus taking into account
the individual performances. It is important to note that all fusion
weights are optimised on the development / validation dataset and
the reported results are obtained from the unseen test set.

Since the PAD algorithms were partly trained on different partitions,
not all possible combinations can be evaluated for the fusion. Hence,
the presented fusions align with previous published results as the
PAD methods as well. Beginning with handcrafted PAD algorithms
only, Fusion I [111] combines SWIR spectral signatures, LSCI peak pre-
selection, HIST, HOG, and LBP SVMs, and vein luminosity, MC mean,
and MC hist. Fusion II [112] connects handcrafted and deep learning
architectures using LSCI BSIF, HOG, and LBP SVMs and the SWIR
CNNs ResNet and VGG19. A summary of all fusions is shown in
Figure 3.25.

3.1.7 Database

The previously described capture device was used for three data
collections that are summarised in Table 3.1. In addition to bona
fide presentations, attack presentations include full fake finger as
well as more challenging fingerprint overlays made from various
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Figure 3.25: Summary of fused PAD algorithms. The original fusion weights
from [111, 112] are kept.
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DB # subjects # PAI species # BF samples # PA samples

A0 4 14 63 58

A1 163 32 547 226

A2 ≈ 340 8 3743 216

Table 3.1: Summary of the collected datasets showing the number of subjects,
PAI species, bona fide (BF), and PA samples.

materials. Examples of both PAI types are shown in the appendix
(Figure a.1). DB A0 was mainly used for a first evaluation and final
adjustments of the capture device. Moreover, it was the basis for
PAD development as this was the first capture device that combines
this specific combination of sensing techniques for data collection.
Hence, the intention of the next acquisition (DB A1) was to collect a
broad range of PAI species in order to analyse and improve the PAD
performance. Finally, DB A2 focusses on the most challenging PAI
species in addition to collecting a quantity of bona fide presentations
that is required to evaluate whether the PAD algorithms are suited to
operate in a convenient scenario (i. e. BPCER=0.2%). Achieving a low
APCER is useless when on the other hand most bona fide presentations
would be rejected. DBs A1 and A2 are compatible, resulting in 35

different PAI species as five are identical in both datasets.
A detailed listing of all captured PAI species with their number of

samples and variations is given in Table 3.2. Additionally, the specific
PAI species are divided into Fakefinger and Overlay groups.

For privacy reasons, the datasets include no information about the
originating fingerprints that are used to facilitate the PAIs. Hence,
this Thesis provides no experimental evaluation whether the attack
presentations would successfully match to the enrolled reference12.
Furthermore, it should be noted that the consent form for DB A1

collection does not allow sharing of the data. Therefore, the PAD
algorithms could only be remotely evaluated at the site of the data
controller during the project runtime. Since a large part of the data
is unavailable, it was not possible to benchmark the developed PAD
algorithms on a unified partition for this Thesis. Instead, the presented
results are the ones reported in our own publications.

3.1.8 Experimental Protocol

All experiments use disjoint training, validation, and test sets to grant a
fair evaluation on unseen data. Furthermore, a similar number of bona
fide presentations and attack presentations is used during training
with the aim to avoid creation of biased systems.

12 Only the project organisers had access to these information and evaluated this case.
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PAI Group PAI
# samples (# variations)

A0 A1 A2

Fakefinger

3D printed 4 (2) 33 (2) –

dragonskin – 33 (4) –

ecoflex 6 (1) 35 (4) –

gelatine 6 (1) – –

latex – 8 (1) –

playdoh 3 (1) 28 (9) –

silly putty 6 (2) 15 (3) –

wax 4 (2) 6 (1) –

Overlay

dragonskin 1 (1) 11 (1) 27 (2)

ecoflex 2 (1) 13 (2) 49 (1)

glue – 6 (1) –

latex – 10 (1) –

printout 24 (2) 18 (2) 37 (2)

silicone 2 (1) 6 (1) 103 (3)

wax – 4 (1) –

Table 3.2: Summary of the PAIs in the datasets including the number of
samples and number of variations. Variations include e. g. different
colours and conductive augmentations.

Although some publications [110, 280] used the small dataset DB
A0, those results are excluded from this Thesis as both PAD algorithms
were also evaluated on other datasets. Thus, these more significant
results are reported instead. As already mentioned before, the PAD
algorithms could not be trained on a unified partition, hence Table 3.3
lists all PAD algorithms that are trained on a particular partition. In
addition, a detailed description with the specific number of samples
per partition is given in Table 3.4. As the vein partitions are limited
to DB A1, the total number of samples is lower than for the hand-
crafted or deep learning partition. Furthermore, the vein algorithms
are evaluated on two scenarios, first with identical numbers of attack
presentations and bona fide presentations in the training set and sec-
ond with slightly more bona fide samples. The idea behind the second
scenario is to reduce the BPCER in order to achieve a convenient
operation point. Training only on 69 samples (scenario 1) might not
generalise well due to the variations within bona fide vein samples,
which can occur for different captured fingers (e. g., thumb vs. little
finger). Another property of all partitions is that samples acquired
from one subject are forbidden to appear in different sets, hence all
samples of one subject are in the same set (i. e., training, validation,
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DB A1 [177] DBs A1 + A2 [111] DBs A1 + A2 [112, 175]

(vein partition) (handcrafted partition) (deep learning partition)

vein Luminosity SWIR spectral signature SWIR ResNet

vein MC mean LSCI peak SWIR VGG19

vein MC hist LSCI HIST SVM LSCI full benchmark∗

vein PLBP LSCI HOG SVM Fusion II

vein LBP LSCI LBP SVM

vein BSIF vein Luminosity

vein MC mean

vein MC hist

Fusion I
∗ Includes all four feature extraction methods in combination with all nine classifiers.

Table 3.3: List of PAD algorithms that are evaluated on particular partitions.

or test). As a result the number of attack presentations and bona fide
presentations are not identical for the handcrafted training partition.
The biggest training and validation sets are used for the deep learning
partition, which generally requires more samples than handcrafted
algorithms.

3.1.9 Experimental Results

This Section13 presents the results of the different experiments and
aligns the structure with the described data partitions.

3.1.9.1 Vein Partition

Based on the two scenarios of the vein partition, the following six
fingerprint PAD methods are evaluated: Luminosity, MC mean, MC
hist, PLBP, LBP, and BSIF. In contrast to the other algorithms, mul-
tiple settings are tested for the PLBP algorithm including two SVM
approaches and different numbers of computed pyramid levels. The
results of these tests are plotted in Figure 3.26. Due to the binary out-
put of the SVM, each run results in a fixed pair of APCER and BPCER.
The plots show how the error rates (%) change for different pyramid
levels. The single SVM approach for scenario 1 (Figure 3.26a) achieves
a minimum for both error rates at pyramid level 6 with BPCER =
3.38% and APCER = 5.81%. However, both have inverse peaks at this
level in a general changing appearance with many peaks and valleys.
Despite the fact, that the separate SVMs (Figure 3.26b) reach minimum
error rates at different pyramid levels (BPCER = 2.54% at level 5 and
APCER = 6.45% at level 4), the curves stabilise much more from the

13 This Section is based on our publications [111, 112, 175, 177].
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Name Set # PA samples # BF samples

vein - scenario 1

Training set 69 69

Test set 155 473

vein - scenario 2

Training set 69 104

Test set 155 438

handcrafted
Training set 70 66

Validation set 32 32

Test set 341 4190

deep learning
Training set 130 130

Validation set 90 90

Test set 222 4071

Table 3.4: Specifications of the used dataset partitions.

Algorithm
Scenario 1 Scenario 2

APCER BPCER APCER BPCER

Luminosity 68.39 0.00 68.93 0.00

MC mean 43.87 0.21 43.87 0.23

MC hist 13.55 9.51 12.90 8,22

BSIF 28.39 5.71 26.45 4.57

LBP 10.32 1.90 11.61 1.14

PLBP (lvl 7) 10.32 4.02 11.61 0.68

Table 3.5: PAD results on the vein partition.

6
th level upwards in contrast to the first test. Using more bona fide

samples for training in scenario 2 reduces the BPCERs for both SVM
setups significantly while APCERs remain similar, thus confirming
the assumption for the second scenario. The minimum values for the
BPCER are 0.68% for the single SVM (Figure 3.26c) and 2.28% for sep-
arate SVMs (Figure 3.26d). Furthermore, the first four pyramid levels
show bigger peaks and higher error rates compared to the following
levels. Hence, for PAD the latter ones are more interesting with an
average BPCER of 1.12% (single) and 2.87% (separate), respectively.
In addition to a lower BPCER, also the average APCER is lower for
the single SVM setup: 10.32% to 11.50% for the separate SVMs. The
single SVM generalises better than separate ones since it analyses
complementary information from all used pyramid levels, while these
samples are split in the other case.
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(a) Scenario 1 - single SVM
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(b) Scenario 1 - separate SVMs
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(c) Scenario 2 - single SVM
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(d) Scenario 2 - separate SVMs

Figure 3.26: PLBP PAD results depending on the number of pyramid levels
for both SVM approaches and both scenarios.

Depending on the use case (i. e., is a low APCER or a low BPCER re-
quired), different numbers of pyramid levels can be chosen. Focussing
on convenience, level seven is selected for the benchmark with the
other vein-based fingerprint PAD methods. The results from all vein
algorithms for both scenarios are summarised on Table 3.5. The lowest
BPCER values are achieved by the threshold-based methods luminos-
ity and MC mean, which have by design a very convenient operation
point. On the other hand, with APCERs above 40%, both only detect
the most obvious attack presentations. Except for BSIF (APCERs above
25%), the other algorithms detect much more attack presentations
yielding APCERs between 10% and 14%. However, the BPCER of MC
hist is nearly at 10% as well, thus unsuited for convenient require-
ments. Hence, only two algorithms, LBP and PLBP achieve usable
performance with identical APCERs, whereas LBP has the lowest
BPCER in the first scenario (1.90%) but is then outperformed by PLBP
in the second scenario (0.68%).

Finally, Figure 3.27 shows examples of undetected PAI species.
Similar to a bona fide capture, the vein patterns are clearly visible
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(a) dragonskin (b) ecoflex (c) glue

Figure 3.27: Example vein images of undetected PAI species.

PAD algorithm
APCER APCER Fusion

(BPCER = 0.1%) (BPCER = 0.2%) weight

SWIR spectral signature 15.43% 12.00% 0.40

LSCI fusion 21.00% 21.00% 0.25

vein Luminosity 84.29% 84.00% 0.05

vein MC mean 58.86% 54.14% 0.10

vein MC hist 58.43% 58.43% 0.20

Fusion I 9.71% 6.57%

Table 3.6: PAD results on the handcrafted partition for fixed BPCERs.

through the thin and transparent fingerprint overlays, showing the
limitations of fingerprint PAD based on finger vein images. However,
a wide range of different PAI species can be successfully detected.

3.1.9.2 Handcrafted Partition

Fingerprint PAD algorithms for all data types are evaluated on the
handcrafted partition, namely: SWIR spectral signature, a LSCI fusion
of HIST, HOG, and LBP SVMs with peak pre-selection, vein luminos-
ity, vein MC mean, and vein MC hist. Due to the differences of the
single PAD algorithms, the results in Table 3.6 are given for fixed op-
eration points of BPCER = 0.1% and BPCER = 0.2% in order to ease a
direct comparison of the PAD performance. The vein-based algorithms
yield APCERs above 50% up to 84%, thus achieving much worse per-
formance than the SWIR (APCER between 12% and 16%) and LSCI
(APCER = 21%) algorithms. The fusion weights were optimised on
the validation set, thus not fully aligning with the individual PAD
performance. However, the detection rates are significantly improved
by 38% (BPCER = 0.1%) and 45% (BPCER = 0.2%) compared to the
best-performing individual algorithm (SWIR spectral signature).

In addition, the Detection Error Trade-off (DET) curve of this fusion
is plotted in Figure 3.28 showing a D-EER of 2.57%. Moreover, in
a high-security application, the PAD threshold could be adjusted
resulting in a BPCER = 14.30% for an APCER = 1%.
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3.1.9.3 Deep Learning Partition

Despite the name, also handcrafted PAD algorithms are evaluated on
this partition in order to allow a complementary fusion since deep
learning algorithms are only applied on SWIR data. In particular,
this includes the full LSCI benchmark with separate combinations
of the four feature extractors HIST, LBP, BSIF, and HOG with the
nine classifiers SVM, KNN, DT, RF, ADA, GNB, SGD, LDA, and
QDA. Additionally, a fusion of the best-performing combinations is
presented as well as the results for both SWIR CNNs ResNet and
VGG19.

Since the handcrafted classifiers are trained using cross-validation,
only the best results from multiple parameter ranges are taken for
each classifier. As Table 3.7 shows, no classifier achieves the best
performance for all four features. Instead, the results vary for differ-
ent combinations. In general, nearly all algorithms, except for some
outliers, report a low BPCER < 1%, thus supporting convenient appli-
cations. The lowest APCERs (around 16%) for the HIST features are
achieved with RF and ADA classifiers, while all others are above 20%
or even 40% APCER. On the other hand, for BSIF features all APCERs
are below 19% with the best classifiers SVM and ADA (both around
12%). Similar to HIST, again RF and ADA present the lowest APCERs
(around 15%) for LBP features. However, this time GNB follows closely
with 17% APCER. The highest error rates (up to 73%) are obtained
with HOG features but the lowest APCER of nearly 15.77% (SGD) is
close to the other performances. Although e. g. ADA achieves always
among the lowest APCERs, its average BPCER of 1.07% is higher than
others. Hence, it is not part of the fusion, where the BPCER was min-
imised. Also HOG features are completely excluded from the fusion
as they increased the error rates in all settings. Instead, HIST RF, BSIF
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Figure 3.28: DET curve of Fusion I on the handcrafted partition.
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HIST BSIF LBP HOG

APCER BPCER APCER BPCER APCER BPCER APCER BPCER

SVM 40.99 0.05 12.61 0.12 18.92 0.17 18.02 0.25

KNN 23.42 0.17 18.92 0.07 24.77 0.05 63.51 0.07

DT 26.58 1.42 18.92 0.79 30.18 3.54 43.69 0.96

RF 15.32 0.71 14.86 0.49 15.32 0.27 19.37 0.20

ADA 16.67 0.98 12.16 1.50 15.77 0.88 18.02 0.93

GNB 41.44 0.59 15.77 0.12 17.12 0.07 19.37 0.10

SGD 37.84 5.48 18.02 0.02 22.52 0.00 15.77 1.28

LDA 43.24 8.25 17.12 0.00 28.38 2.90 50.45 7.76

QDA 47.75 0.59 13.51 1.82 27.48 47.41 72.97 25.10

Fusion: APCER = 9.01, BPCER = 0.05

Table 3.7: PAD results in percentage on the deep learning partition for all
LSCI combinations. The fusion is a majority vote of HIST RF, BSIF
SVM, and LBP GNB.

type error rate correct

bona fide 0.05 4069/4071

overlay dragonskin 58.33 5/12

overlay ecoflex 4.76 40/42

overlay glue 100.00 0/2

overlay latex 50.00 1/2

overlay printout 26.32 14/19

overlay silicone 4.00 72/75

Table 3.8: Classification errors of the LSCI fusion.

SVM, and LBP GNB are fused, resulting in an improved APCER =
9.01% for a BPCER = 0.05%.

The classification errors of this LSCI fusion are mostly on account
of thin and transparent fingerprint overlay PAIs. Due to the nature
of the laser illumination, both PAI and skin are penetrated by the
light, such that blood movement is still detectable. On the contrary,
all attack presentations by means of full fake fingers are correctly
classified as visible from Table 3.8. It should be noted that previous
publications [111, 112] use only the LSCI SVMs from [167] within
the specified fusions I and II. However, this benchmark proves that
other classifiers are better suited in case of three out of four extracted
features.

Based on the same deep learning partition, also both SWIR CNNs
ResNet and VGG19 are evaluated. The corresponding DET curves
including their fusion are plotted in Figure 3.29a. VGG19 (dashed
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SWIR Fusion

VGG-19, D-EER = 1.4%
ResNet, D-EER = 1.8%
VGG-19 + ResNet, D-EER = 1.4%

(a) SWIR CNN fusion

  0.1   0.2  0.5    1     2     5     10    20    40  
APCER (%)

  0.1 

  0.2 

 0.5  

  1   

  2   

  5   

  10  

  20  

  40  

B
P

C
E

R
 (

%
)

LSCI + SWIR Fusion

LSCI, D-EER = 3.2%
SWIR, D-EER = 1.4%
LSCI + SWIR, D-EER = 0.5%
[7], D-EER = 2.7%

(b) Fusion II including its two parts and
in comparison to Fusion I (here: [7])

Figure 3.29: PAD results on the deep learning partition as from [112].

blue) achieves a D-EER = 1.4% but constantly misclassifies some bona
fide presentations, which results in a permanent BPCER > 1%. On the
other hand, ResNet (dashed red) has a slightly higher D-EER = 1.8%
but is able to reduce the BPCER < 1% for a trade-off in increasing
APCERs > 4%. However, their fusion (solid yellow) benefits from both
models when it comes to low BPCERs or low APCERs, but stays at a
D-EER = 1.4%.

Figure 3.29b includes the DETs for fusion II as well as its LSCI and
SWIR parts. Additionally, the results from fusion I (denoted as [7]) are
plotted for direct comparison. Although the SWIR curve (dashed red,
D-EER = 1.4%) is continuously below the LSCI curve (dashed blue, D-
EER = 3.2%), both algorithms have only five identical misclassifications
from all 222 attack presentations in the test set. Hence, fusion II (solid
yellow) profits from these complementary information and decreases
the D-EER to 0.5%. For a BPCER = 0.12%, fusion II achieves an APCER
= 3.15%, which relates to seven undetected attack presentations. These
all belong to the overlay group and are made from dragonskin, ecoflex,
and printout. For high-security applications, the PAD threshold can
be further adjusted, resulting in an APCER = 0% while maintaining a
BPCER < 2.5%, thus detecting all attack presentations. Furthermore,
fusion II clearly outperforms fusion I (dashed purple, D-EER = 2.7%).

3.1.10 Summary

The results have shown that it is in fact helpful for fingerprint PAD
to utilise multiple sensing techniques and capture complementary
data. The wide variety of different PAI species that are available,
and those which are still unknown, pose a severe threat to biometric
recognition systems. In this context, a compound dataset with 442

attack presentation samples from 35 different PAI species and 4,290

bona fide presentation samples was collected with a newly designed
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multi-sensing capture device with the goal to develop fingerprint PAD
methods that are robust to various PAI species.

The evaluation of vein-based PAD algorithms revealed that those are
strong against the fake finger class but vulnerable to thin and transpar-
ent overlays as the bona fide veins are still visible. Furthermore, there
are significant differences within the bona fide samples due to a fixed
capture process that does not differentiate between e. g. thumbs and
little fingers. As a consequence, the finger veins are varyingly strong
recognisable, which leads to higher BPCERs. In addition, the LSCI
technology also analyses the inside of the finger by observing blood
movement within the tissues. Hence, these PAD algorithms come with
the same weaknesses as the vein PAD methods, namely thin and
transparent overlays. On the other hand, nearly no errors occur for
bona fide presentations since those tissues are directly beneath the
skin, thus providing better generalisability than vein-based PAD. On
the contrary, the surface of the finger is assessed in the SWIR domain.
While the spectral signature PAD method is very sensitive regarding
illumination changes as it computes the distances between the distinct
frames, the CNNs are a more performant alternative for fingerprint
PAD. Finally, the fusion of LSCI and SWIR algorithms combines the
strengths from both techniques to significantly improve the overall
PAD performance.

Summarising the findings, due to the many different ways and
materials that can be used to fabricate fingerprint PAIs, PAD concepts
can benefit from complementary sensing technologies. However, for
finger vein and LSCI advantages and disadvantages overlap in large
parts as both focus on the inside of the finger. As a consequence of the
less superior results, the finger vein sensor could be omitted in order
to reduce the hardware costs.



48 fingerprint presentation attack detection

3.2 fingerprint pad using selected sensing techniques

Based on the insights from Section 3.1 the fingerprint PAD strategy
was adjusted. This includes hardware changes in the capture device,
and PAD algorithm development now focuses on data from the SWIR
domain, which includes the laser wavelength. Thus vein data are
excluded since the results showed similar weaknesses of vein and
LSCI PAD, with LSCI being more robust. Following the structure of
the previous Section, the next set of own contributions for fingerprint
PAD algorithms is presented.

3.2.1 Capture Device and Data

The general design of the camera-based capture device (Figure 3.1)
including multiple sensing techniques was approved by the previous
results14. In fact, only one camera was replaced to capture images with
a higher resolution15. The camera to acquire samples in the visible
and NIR domain is the same as before. Thus, the legacy compatibility
in terms of extracting the fingerprint did not change. However, for the
SWIR domain the Hamamatsu was replaced by a 100 fps Xenics Bobcat
320, increasing the resolution from 64×64 pixels to 320×256 pixels. In
addition, one lens is used to capture both laser and SWIR data and
because of the higher resolution, the fast steering mirror could also
be removed. On the other hand, illuminations did not change, within
the SWIR domain still a 1310 nm fiber laser and 1200 nm, 1300 nm,
1450 nm, and 1550 nm LEDs are utilised.

Due to the camera change, the captured laser sequence is reduced
to 100 frames (before 1025 fps), but still observes the movements
within one second, and the new RoI of the finger slot comprises
100×300 pixels. Moreover, the total capture time could be reduced
to two to four seconds per finger in contrast to 20 to 30 seconds of
the previous prototype. The execution times of the lens flipper and
fast steering mirror are saved and additionally distinct wavelengths
(i. e., visible and SWIR) are now simultaneously captured. Example
frames of a bona fide presentation acquired with the new camera are
depicted in Figure 3.30. The first three frames are taken from the laser
sequence (1310 nm) and the last four are taken with the specified SWIR
wavelengths (1200, 1300, 1450, 1550 nm). Since the subtle temporal
changes between the laser frames are not visible, only the middle one
is displayed for the samples of attack presentations in Figure 3.31. In
general, a circle is recognisable where the laser hits the finger, whereas
the SWIR LEDs provide a more consistent illumination. Depending on
the type and material of the PAI, the acquired images appear more or

14 Parts of this Section are derived from our publications [176, 178].
15 An in-depth description of the revised capture device is given in [267, 268] as well as

in the appendix (Figure a.4).
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(a) 1310 nm

(first)
(b) 1310 nm

(middle)
(c) 1310 nm

(last)
(d) 1200 nm (e) 1300 nm (f) 1450 nm (g) 1550 nm

Figure 3.30: Bona fide samples acquired at five different wavelengths.

(a) ecoflex (b) gelatin (c) glue (d) silicone

Figure 3.31: Samples of four different PAIs accross all five wavelengths. Top
to bottom: 1310 nm laser, 1200 nm, 1300 nm, 1450 nm, and
1550 nm SWIR.

less similar to a bona fide presentation. This is especially visible for the
silicone sample, where the reflections within the same presentations
differ very much between the overlay and the skin parts.

3.2.2 Underlying Concepts for Fingerprint PAD

The novel fingerprint PAD algorithms for the new laser and SWIR
data are partly based on different concepts16, which are introduced
here according to research question RQ2. Given that the new camera
and lens combination captures shorter laser sequences with a higher
resolution, the initial procedure to compute the contrast from the laser
speckle sequence returned mostly black images. Hence, additional
neighbourhood size were tested to compute the temporal contrast, but
for all these settings the major share of computed LSCI images was just
black. Furthermore, multiple parameter settings to compute the spatial

16 The concepts in this Section are derived from our publications [117, 176, 178, 179].
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contrast failed as well. Since neither temporal nor spatial contrast
images are computed, the term Laser Speckle Contrast Imaging (LSCI)
is no longer used and instead the data is simply referred to as laser
sequences or laser frames. Finally, due to the superior performance
of the CNNs in the previous evaluations, the new fingerprint PAD
methods focus on deep learning concepts.

3.2.2.1 Convolutional Neural Networks

Based on the CNNs introduced in Section 3.1.2.4 (pre-trained VGG19

and ResNet trained from scratch), additional pre-trained CNNs from
the literature are fine-tuned for this fingerprint PAD task. These CNNs
are commonly trained on the ImageNet challenge [72, 250] consisting
of millions of images from 1,000 categories. Hence, the last fully
connected layers are replaced to support binary predictions between
bona fide presentations and attack presentations. Furthermore, only
the weights from the last CNN block(s) are retrained on the captured
fingerprint data. This should prevent over-fitting as the available
training data for fingerprint PAD is not comparable to the millions of
images from ImageNet, for which the CNNs were designed for. The
utilised networks17 are introduced in the following:

InceptionV3 [274]. The InceptionV3 was designed to reduced com-
putational costs compared to other very deep architectures while
maintaining the classification performance. Additionally, the authors
suggest to avoid extreme compressions but gently decrease the input.
Furthermore, the network reduces the dimension before applying spa-
tial aggregations, thus saving parameters and execution time. Subse-
quent to some convolutional layers, three different inception modules
are repeatedly deployed, whereby the last two blocks are retrained.

MobileNet [135]. The main characteristic of MobileNet is that it
uses depthwise convolutional layers, which treat each channel of the
input image separately. Subsequently, the information is combined in
a pointwise convolutional layer (1× 1 Conv). Through separating the
spatial analysis of the image channels, less parameters are required
which allows a faster processing. Due to the large size of 13 blocks,
the average pooling and fully connected layers for fingerprint PAD
classification are already placed after the 8

th block.
MobileNetV2 [254]. In addition to the depthwise convolutional

layers, MobileNetV2 further applies residual connections and inverted
bottlenecks. The bottleneck block consists of a convolutional layer,
a depthwise convolution, and a final striding convolutional layer as
shown in Figure 3.32. The residual connections combine input and
output of those bottlenecks for blocks with identical parameters t, c, s
as the previous one. Similar to MobileNet, only twelve out of 16 blocks
are used and the last two are retrained.

17 The descriptions are partly derived from our publication [117] as additional networks
are included in the Thesis.
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Bottleneck (t, c, s) = 3× 3 Depthwise Conv

1× 1 Conv, t× input_channels

1× 1 Conv, c, /s

Figure 3.32: The MobileNetV2 bottleneck block comprises three layers, with
expansion factor t, number of filters c, and stride s.

ResNet. The self developed ResNet is a small residual CNN that
is trained from scratch on the fingerprint PAD data. The network
consists of five convolutional layers and two residual connections,
thus adding a previous representations into the downstream flow.
This design intends to mitigate possible information loss during the
process. Furthermore, residual CNNs have a reduced training time,
which allows the usage of deeper architectures [128].

VGG16 and VGG19 [260]. Using 16 and 19 convolutional layers
only, the VGG architecture is much simpler than the other pre-trained
networks. Although they are older as well, their performance is still
among the best in several competitions. Both networks consist of five
blocks with two to four convolutional layers. The blocks are separated
by max pooling operations that additionally reduce the dimensionality
by a stride of two. In both cases, the last three layers are fine-tuned on
the fingerprint PAD data.

VGGFace [225]. Based on the previously described VGG16, VGG-
Face was completely re-trained on a large-scale face dataset with 2.6
million images [225] to perform face recognition. Hence, the weights
are optimised by evaluating facial images that show a large proportion
of skin, which could be beneficial for the fingerprint PAD task at
hand. As for all other approaches, the last fully connected layers are
exchanged to support binary classifications.

Xception [53]. The Xception CNN replaces the inception modules
from InceptionV3 with depthwise separable convolutions (SepConv),
which are proposed to use model parameters more efficiently. Addi-
tionally, residual connections are added to combine input and output
of the blocks. In general, the linear stacking of depthwise separable
convolutions is much easier to implement than the defined inception
modules of InceptionV3.

Figure 3.33 provides an overview of the different CNN architectures.
However, this comprehensive overview does not include intermediate
batch normalisations or activations and the Inception modules can be
found in the original description [274]. The orange Xception block
is repeated in total eight times, whereas only the last iteration is
retrained. For all CNNs holds, that frozen layers are coloured in red
and trainable ones are marked in blue. Pooling operations do not
include trainable parameters.
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Figure 3.33: CNN architectures (1/2).
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Figure 3.33: CNN architectures (2/2).
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LSTM, f

Fc h, ReLU

Fc 1, Sigmoid

Input: l × f

Figure 3.34: LSTM architecture based on sequence length l and extracted
feature vector size f = 4× h. The LSTM layer processes the
sequence but preserve the feature length, the first fully connected
layer reduces the vector by a factor of four, and the final fully
connected layer outputs a PAD score between 0 and 1.

3.2.2.2 Long Short-Term Memory Networks

The main property of feed-forward NNs (e. g. CNNs) is their inde-
pendent processing of given inputs18. However, in order to extract
information from image sequences, a memory state is required to con-
nect subsequent frames of the sequence. The concept of Recurrent NNs
(RNNs) was developed to process information from time sequences in
particular and the Long Short-term Memory (LSTM) architecture is
optimised to learn long-term dependencies. In this context, Jozefowicz
et al. [159] conducted a thorough architecture study to search for better
architectures than the LSTM. After an extensive evaluation of more
than 10,000 different structures, only one architecture was found to
outperform the LSTM on some but not all tested problems. Hence, the
LSTM approach is evaluated for fingerprint PAD on the laser sequence
data.

However, LSTMs work on 1-dimensional temporal data and are
not able to extract this information from images. Therefore, CNN
models are used as feature extractors by removing the prediction
block at the end. Instead of a PAD score, the CNNs now output a
1-dimensional feature vector, which fulfils the input requirements of
the LSTM. These vectors derived from the full image sequence can
then be used to train the LSTM, which is depicted in Figure 3.34. The
particular input shapes and output sizes depend on the length of the
extracted feature vector of the corresponding CNN. In contrast to the
complex CNN architectures, the LSTM is rather simple as it does not
need to process multi-dimensional data.

The weakness of this approach is that the CNNs are trained to
classify the input based on steady features within one frame. Hence,
the extracted feature vector might not necessary contain relevant
information for the LSTM to connect the temporal relations. As a
countermeasure, Donahue et al. [75] propose a Long-term Recurrent
Convolutional Network (LRCN) architecture, which includes CNN

18 The descriptions are derived from our publication [179].
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Figure 3.35: LRCN architecture. All layers, except LSTM and fully connected,
are time distributed (TD) and all blocks are trained from scratch.

and LSTM layers. Through specifying the CNN layers as time dis-
tributed, the convolutional operations are applied to all frames of the
sequence. The resulting LRCN thus learns convolutional perceptual
representations together with temporal dynamics of the sequence. The
utilised LRCN implementation [264] was influenced by VGG16 [260],
but is slimmed down to two convolutional layers per block to avoid
over-fitting on smaller datasets. The block-wise architecture is de-
picted in Figure 3.35. Each convolutional layer is followed by a Batch
Normalization and a ReLU activation. Since all blocks are jointly trained,
the particular weights are adjusted based on the spatial and temporal
information gain.
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3.2.2.3 Convolutional Autoencoders

In contrast to the previous PAD concepts, one-class (OC) classifiers19

can be trained on bona fide presentations only. Their strength is to
focus on the structure of a single class during the training and try
to map unseen data into this structure. If the differences are too
big, the testing sample is classified as an attack presentation. Hence,
finding an optimal decision threshold, that includes varying bona fide
presentations and detects sophisticated attack presentations, remains
the main challenge. As for all biometric recognition systems, intra-class
deviations occur for bona fide presentations due to environmental
factors and the interaction with individual data subjects.

As a deep learning based OC classifier, the convolutional Au-
toencoder (AE) implements multiple CNN layers for its encoding
(h = f (x)) and decoding (x′ = g (h)) functions. The encoder converts
the input x to a lower dimensional latent representation h, while the
decoder tries to retrieve the original input from this representation.
In order for the AE to focus on the relevant parameters, the training
process learns to minimise a loss function:

L (x, g ( f (x))) (3.8)

The AE gets penalised when x′ 6= x and can adjust the corresponding
weights to reduce the dissimilarities. As a consequence, the perfor-
mance of the AE highly depends on the selected loss function. In
order to reduce the training time, the loss values are computed for a
subset, batch, which comprises randomly assigned samples and the
final loss value is obtained based on all batches. Nevertheless, a fun-
damental design decision is to build an undercomplete AE architecture
with h having a lesser dimension than the input x. This is required
for the AE to focus on the most relevant information from the input
image and particularly prohibits internalising of the identity function
id(x) = x [263].

In the case of fingerprint PAD, the trained model encodes the input
x and reconstructs the output x′. Subsequently, the Reconstruction
Error (RE) between x and x′ is computed, which generally is lower
for inputs that are similar to the bona fide training data. On the other
hand, the reconstruction fails for inputs that differ from the training
samples, thus indicating an attack presentation. The resulting RE can
be used as a PAD score and classification is achieved through a PAD
threshold. Due to their high sensitivity towards unknown inputs, AEs
are a popular tool for anomaly detection [143, 216].

In the context of this Thesis, three AE architectures are evaluated
that are depicted in Figure 3.36: Conv-AE, Pooling-AE, and Dense-AE.
The naming reflects the additional layers in each architecture. Starting
with one convolutional layer, that includes a dimension reduction by

19 The descriptions are derived from our publication [178].
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Figure 3.36: Autoencoder architectures for variable image dimensions d.
The following operations are used: C = convolution, US = up-
sampling, MP = max pooling, F = flatten, R = reshape.

a stride of two, the Conv-AE has the most simple structure. For the
next AE (Pooling-AE), the stride is moved to an additional pooling
layer. On the one hand, Springenberg et al. [269] found that replacing
max pooling layers with convolutional layers that include a striding
operation leads to no significant performance decrease. On the other
hand, Goodfellow et al. [122] report that max pooling layers contribute
to achieve translation invariance in small image regions. Hence, both
approaches are directly benchmarked against each other. Finally, the
Dense-AE adds a fully connected NN to the Pooling-AE, which was
suggested by Ke et al. [166]. This additional network reduces the latent
representation h to a 64-dimensional vector. All convolutional layers
apply twelve filters and ReLU activations are used, except for the last
decoding layer, where the Sigmoid function is applied.

3.2.2.4 Reconstruction Error

As mentioned before, multiple functions can be utilised to compute
the loss20 and most commonly the mean squared error (MSE) [18] is
used:

L(x, x′) =
1
B

B

∑
j=1

1
WHI

W

∑
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ej
whi(x, x′)

(3.9)

20 The descriptions are derived from our publication [178].
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with B as number of data samples within one batch iteration, W image
width, H image height, and I number of input channels (i. e., three for
RGB images). The popularity of MSE arises from its understandable
simplicity and that it is often pre-implemented. Nevertheless, MSE is
known to be vulnerable to random noise since the squared difference
is computed pixel-wise. Hence, the RE is directly effected by outliers,
which impacts the PAD performance. This problem of robust estimation
towards outliers is widespread across all areas of deep learning [248].
As a countermeasure for AEs, Ishii and Takanashi [143] propose a
weighted MSE (wMSE) for anomaly detection, which is defined as
follows:

LIshii(x, x′) =
1
B

B

∑
j=1

wj ·msej(x, x′) (3.10)

where

msej(x, x′) =
1

WHI
·

W

∑
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ej
whi(x, x′) (3.11)

and wj is defined as

wj =

{
1, msej(x, x′) ≤ C

0, msej(x, x′) > C
(3.12)

C is the α-th quantile of mse = [mse1, . . . , mseB], defining the threshold
to exclude training samples with exceeding MSEs. As a consequence,
outliers are ignored during training and cannot distort the model
weights. In general, the phenomenon of unknown outliers is likely for
unlabelled training data. However, in this particular fingerprint PAD
case, the dataset was manually checked and the training data includes
only bona fide presentations. Hence, ignoring full samples means a
loss of generalisability since similar bona fide presentations during
testing would most likely be misclassified.

Therefore, the loss function of Ishii and Takanashi is further modi-
fied to operate pixel-wise such that only outlying pixels are excluded
instead of ignoring the complete sample. This leads to an optimised
AE that is trained to successfully reconstruct the most significant parts
of the image while ignoring occurring noise. For this, the definition of
the wMSE changes as follow:

LProp(x, x′) =
1
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·

B

∑
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with

wj
whi =

{
1, ej

whi(x, x′) ≤ msej(x, x′) + C · stdj

0, ej
whi(x, x′) > msej(x, x′) + C · stdj

(3.14)
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In addition to the mean, also the standard deviation of the squared
error is included in the threshold calculation. Finally, this threshold
defines which pixels are excluded based on the pixel-wise RE with the
assumption that the overall RE is reduced for bona fide presentations.
The new challenge lies in estimating an optimal value for the constant
C. Too high values pose a risk that noisy areas are not excluded from
the processing, resulting in a less robust model causing higher error
rates. On the other hand, the border between bona fide presentations
and attack presentations diminishes for too low C values as relevant
information for classification are excluded (i. e., over-generalisation).
As a result, the C parameter is not generally fixed but optimised for
each use case (i. e., fingerprint PAD).

3.2.3 SWIR Fingerprint PAD Algorithms

In contrast to other wavelengths, where different skin types vary
a lot, all skin types reflect in a very similar way within the SWIR
spectrum. This property is exploited21 to distinguish bona fide pre-
sentations from several different attack presentations by utilising the
power of CNNs. In addition to the CNNs introduced in Figure 3.33,
another small network is trained from scratch. In fact this is the CNN
base of the LRCN (Figure 3.35) without the time distributed specifi-
cations. Since it is a trimmed-down version of VGG16, it is simply
denoted as VGG10. All in all, two CNNs are trained from scratch and
additional seven CNNs are fine-tuned on the fingerprint data. Fur-
thermore, given the four captured SWIR wavelengths (λ1 = 1200nm,
λ2 = 1300nm, λ3 = 1450nm, and λ4 = 1550nm), this benchmark in-
cludes two input formats: i) the manual RGB conversion from Eq. (3.7),
and ii) a convolutional input processing block that is jointly trained
with the CNNs in order to reduce the 4-dimensional SWIR input to
a 3-dimensional image that fulfils the CNN input requirements. A
generic overview of the SWIR fingerprint PAD setup is given in Fig-
ure 3.37. The proposed pre-processing block receives a 4-dimensional
input image and applies three convolutional filters of size P × P.
Subsequent batch normalisation and ReLU activation facilitate con-
vergence to the following CNN blocks. Finally, multiple filter sizes
P ∈ {3, 5, 7, 9, 10, 11, 13, 20, 30, 40, 50} are tested for each CNN to find
the optimal combination.

Whereas the handcrafted RGB conversion is fixed, each CNN can
find an own 3-dimensional combination during the training stage. Be-
sides, the RGB conversion affects the whole image area homogeneous,

21 This Section is based on our publication [117] but additional settings are tested.
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Figure 3.37: General overview of the SWIR PAD methods. The input pre-
processing module is jointly trained with the following CNN.

whereas the new input processing module allows the CNNs to execute
different linear and non-linear convolutions at different areas of the
image. Thus, the most suitable operations are applied due to the joint
training with the other blocks. As a result, each CNN might create a
unique combination of the four SWIR wavelengths.

3.2.4 Laser Fingerprint PAD Algorithms

Given the new higher resolution camera in contrast to the old cap-
ture device, these fingerprint PAD algorithms22 can investigate much
subtler differences between bona fide presentations and sophisticated
attack presentations. In this context, spatial features are evaluated
by CNNs and the temporal connections from the laser sequence are
extracted with the LSTM approach.

The structural overview of the different fingerprint PAD approaches
is illustrated in Figure 3.38. The same CNNs from the SWIR PAD
compilation are also trained on the laser data. However, as there
are no clearly visual differences between the distinct frames of the
laser sequence, only the middle frame is used to train the CNNs
in order to prevent over-fitting. Furthermore, the same CNNs are
later reused to extract the feature vectors from all 100 frames for the
LSTM. Hence, connecting e. g. first, middle, and last frame in the
RGB image could affect the generalisability. For the pre-trained CNNs,
which require 3-dimensional input, a greyscale to RGB conversion is
applied. This simply copies the 1-dimensional greyscale image to all
three dimensions of the RGB image. Since these duplicated dimension
contain no additional data, the 4-dimensional SWIR input processing
layer is not used for this data.

While two CNNs are trained from scratch on this data, the other
seven pre-trained models are fine-tuned, thus retraining only the

22 This Section is based on our publication [179].
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Figure 3.38: Structure of the laser PAD approaches with trainable blocks
coloured in blue and fixed ones are marked in red.

last block(s). The LSTMs utilise those trained CNN bases as feature
extractors for all 100 frames and feed these to the lstm layer that is
connected to the prediction block. Hence, all nine CNNs are also
used for this setup. In theory it is also possible to extract the feature
vector with the original model weights, however those vectors do not
contain information that is beneficial to distinguish between bona fide
presentations and attack presentations. Finally, the LRCN jointly trains
a trimmed CNN with the LSTM on the full image sequence as well.
Since this CNN (VGG10) is also used in the LSTM setup, the effect of
this joint training can directly be measured.

The contrast of powerful CNNs on the one hand and LSTMs that
utilise those CNNs for feature extraction on the other hand, allow a
further evaluation whether the temporal information are a key element
for fingerprint PAD. Since the LSTM setup requires a trained CNN
anyhow, it needs to further improve the PAD performance to be of
value. All in all, this benchmark validates nine CNNs trained on the
mid-frame next to nine LSTMs and one LRCN that process the full
image sequence.

3.2.5 One-Class Fingerprint PAD Algorithms

In contrast to the previously introduced fingerprint PAD algorithms,
which are trained on both classes, one-class (OC) algorithms are only
trained on bona fide presentations23. Given the diverse possibilities
to create new fingerprint PAI species [161, 165], especially unknown
attacks [261] threaten established PAD methods. In addition to the
effort of collecting extensive datasets comprising new PAI species, two-
class classifiers might need to get retrained each time as well. Hence,
OC classifiers [278] have the advantage that all attack presentations are

23 This Section is based on our publication [178].
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Figure 3.39: Structure of the AE PAD approaches.

treated as unknown attacks and can be detected as anomalies differing
from the bona fide presentations seen during training.

In this context, the three introduced AE architectures from Sec-
tion 3.2.2.3 (Conv-AE, Pooling-AE, Dense-AE) are evaluated on both
SWIR and laser data as the structure is flexible towards the input
dimension. The four captured SWIR wavelengths are combined to a
4-dimensional image and from the laser sequence a 3-dimensional
image is built using the first, middle, and last frame. In contrast to the
previously described CNNs, the AE is not used as a feature extractor
and thus can combine different frames. Through the concatenation into
one single image, the AEs can process all information simultaneously.
This fingerprint PAD setup is illustrated in Figure 3.39.

The three AEs are benchmarked against each other using the MSE
as a loss function. The impact of the RE is measured in the next
step. In particular, only the architecture that shows the best results is
further analysed with the modified wMSE for different parameters
C ∈ {1.4, 1.6, 1.8, 2.0, 2.2}. As the used loss function influences the
model’s weights in the training process, new instances of the AE
need to be trained for each parameter change. In a last step, different
weighted fusions are evaluated in order to combine the information
from SWIR and laser data.

Finally, the soundness of the approaches needs to be validated by
benchmarking the AE to other OC classifiers. For this purpose, OC-
SVM [48] and OC-Gaussian Mixture Model (GMM) [245] have been
selected as both showed good performance in other PAD tasks [74,
217]. However, both classifiers require 1-dimensional feature vectors
and cannot process the constructed input images. Hence, the fine-
tuned VGG19 CNN is utilised as a feature extractor and additionally
the latent representation of the AE is also used as a feature vector.
Therefore, the AE is benchmarked to four combinations of input
features and classifier as depicted in Figure 3.40. Additionally, the
SWIR and laser results of those OC classifiers are also fused for
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Figure 3.40: Overview of the benchmark between the AE and additional OC
classifiers with their corresponding input features.

enhancement of their performance and fairness towards the best AE
setup.

3.2.6 Fusion

The motivation of the fusion is to combine the strengths of both
SWIR and laser fingerprint PAD algorithms. However, with all these
proposed methods that are evaluated within this Thesis, there are far
too many possible combinations for a fusion. Hence, the subset to
compute the fusion is reduced to the best performing algorithms in
terms of APCER0.2. Furthermore, the fusion should contain exactly one
SWIR and one laser algorithm. Additionally, to reducing the number
of possible combinations for consideration, this limitation is further
expected to generalise better as more complex fusion schemes might
be over-engineered onto this particular task. On the other hand, the
fusion still comprises complementary information from both data
types.

3.2.7 Database

A total of four data acquisitions in two distinct locations contributed
to the database24. In each capture round, subjects presented six to
eight fingers (little fingers were excluded) with different levels of
e. g. ink, dirt, and moisture. Besides, subjects were allowed to join the
following acquisitions as well, thus contributing multiple times. The
full database consists of 24,050 samples apportioned in 17,730 bona
fide presentations and additional 4,339 attack presentations stemming

24 This Section is derrived from our publications [176, 178].
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PAI Group PAI # variations # samples

Fakefinger

3D printed 2 72

dental material 1 33

dragonskin 3 477

ecoflex 4 291

latex 2 147

playdoh 4 116

silly putty 3 55

wax 1 74

Overlay opaque

bandage plaster 1 14

dental material 1 51

dragonskin 1 17

ecoflex 2 1035

gelatin 1 194

printout paper 1 49

silicone 5 824

Overlay transparent

dragonskin 1 106

gelatin 1 107

glue 2 27

latex 1 34

printout foil 1 64

silicone 1 157

wax 1 18

Overlay semi

dragonskin 1 47

ecoflex 1 24

glue 2 146

silicone 1 160

Table 3.9: Summary of PAIs in the database. The total number of samples is
given as well as the number of PAI species sharing the same mate-
rial basis. Modifications include different colours and transparency
levels or applied conductive augmentations.
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from 45 different PAI species. In addition to the base groups of full fake
fingers and fingerprint overlays, the PAI species are further divided
regarding their visual properties instead of the main material. Hence,
Table 3.9 summarises the number of samples and variations per PAI
species in the corresponding groups: Fakefinger, Overlay opaque, Overlay
transparent, Overlay semi. Printout PAIs were worn as overlays and PAI
variations include different colours or conductive augmentations. For
example, ecoflex out of the box dries transparent, but it is also possible
to add colour during fabrication to create further appearances. In other
cases, e. g. electric paint was applied after the casting process. The
choice and recipes of PAI species were selected by the project sponsor.
On the other hand, the defined PAI groups are mostly relevant for
camera-based PAD systems as e. g. capacitive capture devices would
more likely focus on the moisture level than colour or transparency.
The same holds for defining PAI species, differently coloured playdoh
might cause varying reactions for cameras and optical capture devices
but not for capacitive ones. It should be noted that the owner of
the data knows the importance of reproducibility and benchmarking
future results and indicated to make the complete dataset available25.

3.2.8 Experimental Protocol

The partitions for all experiments26 utilise non-overlapping training,
validation, and test sets in order to grant fair evaluations. In this regard,
all bona fide samples of one subject, also when they participated in
multiple capture sessions, are included in the same set. Furthermore,
unified partitions are used to test all fingerprint PAD algorithms, thus
allowing effective comparisons of the results.

The priority for the baseline partition is to include all PAI species
in training, validation, and test sets. Due to the varying numbers of
samples per PAI species and to prevent over-fitting towards some of
them, training and validation sets got a fixed maximum number of
samples per PAI species. Moreover, an identical number of bona fide
presentations and attack presentations are used during training and
validation to avoid biased classifiers. Thus, some bona fide samples
were excluded due to the restrictions of having disjoint sets for samples
from the same data subjects. As a result, training and validation sets
are rather small but allow unbiased testing on a large set.

The next partition treats all PAI species as unknown, hence training
one-class classifiers on bona fide presentations only. As these classi-
fiers are designed to be biased towards the known class, much more
samples are utilised for training and validation. In fact, 30% of subjects
(with all their samples) are randomly assigned to the training set and

25 https://www.isi.edu/projects/batl/data

26 The partitions are based on our publications [176, 178, 179].

https://www.isi.edu/projects/batl/data
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PAI Group PAI # variations # samples

Mat. group i) silicone 7 1141

Mat. group ii)
dragonskin 6 647

ecoflex 7 1350

Mat. group iii)

gelatin 2 301

glue 4 173

latex 3 181

printout 2 113

wax 2 92

Mat. group iv)

3D printed 2 72

dental material 2 84

playdoh 4 116

silly putty 3 55

Table 3.10: Specifications of PAIs in the evaluated material groups.

additional 20% to the validation set with the remaining bona fide
presentations and all attack presentations available in the test set.

Finally, the best-performing fingerprint PAD algorithms are further
evaluated towards their generalisation capabilities on unknown attacks
using modified LOO protocols. Instead of leaving out a single PAI
species at a time, a complete PAI group is left out to produce more
relevant results due to the expected similarity within the groups.
Hence, one PAI group is completely excluded from training and
validation and only available in the test set. The PAD algorithms are
thus trained and validated on the remaining PAI samples (85% training
and 15% validation). In order to focus on the unknown attacks and
the different training partitions, bona fide samples are kept identically
across all LOO sets: 50% for training, 15% for validation, and 35%
for testing. In addition to the visual PAI groups from Table 3.9, four
material-based PAI groups were defined for the LOO experiments.
Table 3.10 specifies the material groups that combine similar PAI
species given their different numbers of samples as follows: group i)
silicone; group ii) dragonskin and ecoflex; group iii) gelatine, glue, latex,
printout, and wax; group iv) 3D printed, dental material, playdoh, and
silly putty. The particular number of samples for each experimental
partition is given in Table 3.11.

Based on the specific partition size and the selected PAD algorithm,
the system requirements vary since all training and validation samples
are loaded into memory for the training process. As a result, the laser
CNNs require between 8 and 16 GB RAM, SWIR CNNs around 32

GB, and the laser LSTMs up to 150 GB as they load all 100 frames,
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Training Validation Test

Baseline (BF) 807 542 16,381

Baseline (PA) 807 542 2,990

Unknown (BF) 5,717 3,553 10,441

Unknown (PA) 0 0 4,339

LOO (BF) 9,956 3,069 6,686

Fakefinger 2,624 450 1,265

Overlay 1,027 238 3,074

Opaque 1,801 354 2,184

Transparent 3,152 674 513

Semi 3,299 663 377

Mat. group i) 2,657 541 1,141

Mat. group ii) 2,023 319 1,997

Mat. group iii) 2,884 595 860

Mat. group iv) 3,364 648 327

Table 3.11: Specifications of the used dataset partitions.

respectively. The AEs need slightly less memory than the CNNs as
their models are not as deep. As generally for deep learning tasks,
training the models is considered expensive due to the amount of data,
time, and resources required. On the other hand, the more important
predictions for fingerprint PAD are executed in real time with the
samples of one capture attempt. The fingerprint PAD algorithms are
implemented with Keras [54], which is a deep learning library for
Python that includes tools and definitions for several models. For the
CNNs and LSTMs the Adam [172] optimiser was chosen, while the
AEs utilise RMSprop [42]. The learning rate is uniformly set to 0.0001.

3.2.9 Experimental Results

This Section comprises the results of the different experiments for
the fingerprint PAD methods. Due to the extensive benchmarks of
different settings and architectures, the results are presented in sub-
sections divided into the following topics: SWIR CNNs, laser CNNs
and LSTMs, OC-AEs, fusion of SWIR and laser, and finally LOO
experiments.
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Figure 3.41: SWIR benchmark results (1/2). APCER0.2 values are given in
brackets.

3.2.9.1 SWIR Fingerprint PAD Results

The SWIR experiments27 mainly benchmark the CNNs performance
based on handcrafted RGB conversions in contrast to trained convo-
lutional operations. Both approaches reduce the four captured SWIR
wavelengths to a 3-dimensional image that is then further processed by
identical CNNs. In the case of the convolutional input pre-processing,
additionally the impact of different filter sizes is analysed. The DET
curves for all SWIR fingerprint PAD algorithms on the baseline parti-
tion are shown in Figure 3.41. Starting with the RGB conversion, all
tested filter sizes are separately plotted. Additionally, APCER0.2 values
are included to analyse the results at a particular convenient operation
point.

27 This Section is based on our publication [117] but these experiments are run on a
different partition and additional CNNs are tested.
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Figure 3.41: SWIR benchmark results (2/2). APCER0.2 values are given in
brackets.
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The DET curves for the MobileNet model (Figure 3.41a) are generally
close together but split significantly when comparing the APCER0.2

values. The RGB conversion achieves an APCER0.2 = 53.68%, while the
APCER0.2 of the 4-dimensional CNNs range between 58% and 11% for
different filter sizes. In contrast to this, the MobileNetV2 results (Fig-
ure 3.41b) spread much farther to both ends. The worst performance
is an APCER0.2 = 89.6% (filter 5), followed by the RGB conversion
(APCER0.2 = 71.4%). On the other hand, four filter sizes (7, 9, 10, 13)
show better performances than the best MobileNet setup, reaching
a minimum of APCER0.2 = 3.91% for a filter size of 9. InceptionV3

(Figure 3.41c) is the only CNN where the RGB conversion achieves
the best detection accuracy compared to all tested filter sizes of the
4-dimensional models. However, with all APCER0.2 values above 51%
this CNN architecture generally seems unsuited for this particular
fingerprint PAD task. On the other hand, the optimisations within
Xception (Figure 3.41d) result on average in lower error rates. Again,
the RGB version is on the high end (APCER0.2 = 53.61%) and the
APCER0.2 can be reduced to 17.59% for a filter size of 10.

The small CNNs that are trained from scratch, ResNet (Figure 3.41e)
and VGG10 (Figure 3.41f), achieve equally good results. The RGB
conversion of ResNet can be considered an outlier with an APCER0.2

above 44% as all other setups achieve significantly lower error rates.
The lowest APCER0.2 values of around 9% can be seen for a filter
size of 30 (ResNet) and 50 (VGG10), respectively. The best perfor-
mances in average can be observed for the VGG16 (Figure 3.41g) and
VGG19 (Figure 3.41h) CNNs, where all, except for the RGB conversion,
APCER0.2 values are below 10%. Furthermore, both report the lowest
error rates for a filter size of 13 with an APCER0.2 = 3.38% (VGG16)
and an APCER0.2 = 3.31% (VGG19), which is the best result of all
SWIR algorithms. In this regard, VGGFace (Figure 3.41i) performs
slightly worse with APCER0.2 values between 30% (RGB) and 5.72%
(filter 40).

Overall, the results show a clear tendency that the proposed 4-
dimensional input processing block achieves superior PAD perfor-
mance in contrast to the handcrafted RGB conversion. However, this
requires additional evaluations as the filter sizes need to be optimised
in order to utilise the full potential. A summary of the best setups
across all analysed CNNs is depicted in Figure 3.42.

Finally, given a fixed operation point of BPCER = 0.2%, the cor-
responding Attack Presentation Classification Errors (APCEs) of the
four best models are reviewed in Table 3.12. From the fakefinger group,
mostly dragonskin and playdoh samples were misclassified. While
especially orange playdoh is known to reflect SWIR illumination in the
same way as bona fide skin does [110, 111], dragonskin PAIs yield even
more errors. Across all overlays, silicone PAIs are the most challenging
ones as they are made in various colours and transparency levels.
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Figure 3.42: Summary of the best SWIR fingerprint PAD results. APCER0.2
values are given in brackets.

However, also dragonskin and glue overlays are generally harder to
detect than overlays fabricated from ecoflex or wax.

All in all, this benchmark included classical RGB CNNs and a
multi-spectral counterpart with a 4-dimensional input layer. In the
first case, a handcrafted RGB conversion combines the four captured
SWIR wavelengths into one 3-dimensional RGB image. In the second
case, a pre-processing module is added to the CNNs and trained
to automatically transform 4-dimensional input images into three
dimensions to serve as input for the classical CNNs. The results show,
that this approach outperforms the handcrafted conversion in all cases
but one.

3.2.9.2 Laser Fingerprint PAD Results

Given the laser sequence of 100 frames, both CNN and LSTM setups
are evaluated28 to benchmark spatial and temporal classification meth-
ods. The same CNNs are used to classify single frames (end-to-end)
and to extract feature vectors from the whole sequence. Hence, the
focus is whether the additional LSTM module significantly improves
the fingerprint PAD performance in contrast to the stand-alone CNNs.

The results in terms of DET curves for all laser CNNs and LSTMs
are depicted in Figure 3.43. From the CNN plot it can be seen that four
architectures are unsuited for fingerprint PAD based on laser images
as their APCER0.2 values are above 70%: MobileNet, MobileNetV2,
InceptionV3, and Xception. Thus, the focus is on the other CNNs as all
report an APCER0.2 below 20%. The best results from those CNNs are

28 This Section is based on our publication [179] but additional LSTMs are tested.
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Group PAI MobileNetV2 VGG16 VGG19 VGGFace

fakefinger

dragonskin 27 33 38 49

ecoflex 3 0 0 10

latex 0 2 2 6

playdoh 24 13 23 25

silly putty 1 10 7 6

ov. opaque
ecoflex 1 2 4 6

gelatin 1 1 0 1

silicone 9 10 4 10

ov. transparent

dragonskin 3 15 2 7

gelatin 4 0 0 2

glue 3 0 0 0

silicone 35 10 16 33

wax 0 1 0 1

ov. semi
dragonskin 0 1 1 2

glue 2 2 2 6

silicone 2 0 0 4

total 115 100 99 168

Table 3.12: Number of APCEs at an APCER0.2 for the best SWIR algorithms.

achieved by the VGGFace model with an APCER0.2 = 4.85%, followed
by ResNet (APCER0.2 = 8.7%).

When adding the LSTM module and taking into account all 100

frames, the results change as shown in Figure 3.43b. Interestingly,
only both MobileNets report APCER0.2 values above 50%. Although
this is a big improvement towards the pure CNN approach, a more
significant drop can be seen for InceptionV3 (16.29%) and Xception
(29.16%). Hence, both approaches thrive due to the added LSTM part
underlining the importance of the temporal information within the
laser sequence. Whereas, the other combinations achieve even better
results in terms of a low APCER0.2, they do not show significant
improvements towards their pure CNN method. However, another
important observation can be made by analysing the results of the
VGG10 LSTM to the LRCN. Both share basically the same structure
with the difference that the first CNN is trained on one frame of the
sequence and thus extracts only the feature for the following LSTM
module and the LRCN jointly trains convolutional and LSTM layers
on the full sequence. As a result, the APCER0.2 of the LRCN is half
as much as for VGG10 LSTM (5.22% to 11.67%). Hence, this further
proves the relevance of the temporal context within the captured image
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Figure 3.43: Laser benchmark results. APCER0.2 values are given in brackets.

sequence. However, even the LRCN is outperformed by the VGGFace
CNN.

Since these results are still very close (only 0.4% apart) and especially
due to the immense improvement for the InceptionV3 (APCER0.2

decreased from 95% to 16%), the additional LSTM module can be
considered beneficial for this fingerprint PAD task. However, the
results also reveal that some CNN architectures are better suited than
others. This supports the conclusion that targeted adjustments in the
structure could further improve the fingerprint PAD performance for
both CNN and LSTM algorithms.

Finally, in accordance with the previous SWIR analysis, the APCEs
of the best algorithms are further discussed in Table 3.13. From the
fakefinger group, the most classification errors occur for dragonskin
PAIs, followed by playdoh fingers. Additional misclassified samples
can be counted for latex and silly putty materials. However, the LRCN
model seems stronger versus the latter ones as its errors are mainly
caused by attack presentations using dragonskin. Besides, dragon-
skin further troubles all classifiers across the different overlay groups.
Nevertheless, a higher number of APCEs can be observed for silicone
overlays. Especially, the transparent PAIs are not detected to a great
extent. Other PAI species made from glue, gelatin, or ecoflex appear
as well in the listed errors, but not in a comparable volume as silicone
ones. Hence, the most challenging attack presentations are dragonskin
fingers and silicone overlays.
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Group PAI
CNN CNN LSTM

LRCN
ResNet VGGFace ResNet

fakefinger

dragonskin 104 33 85 59

ecoflex 1 3 1 2

latex 7 1 7 1

playdoh 14 13 9 2

silly putty 6 7 5 0

ov. opaque

dragonskin 4 1 3 2

ecoflex 13 8 15 0

gelatin 9 9 4 10

silicone 11 5 8 9

ov. transparent

dragonskin 9 2 6 6

gelatin 2 1 1 3

glue 5 2 4 3

silicone 51 39 46 48

ov. semi
dragonskin 4 3 4 3

glue 3 1 1 5

silicone 12 15 17 0

total 255 143 216 153

Table 3.13: Number of APCEs at an APCER0.2 for the best laser algorithms.

This benchmark revealed that the suitability of network architectures
depends on the input data. Whereas the MobileNet CNNs achieved
remarkable results on the SWIR data, their performance on the laser
data is unusable. Moreover, the InceptionV3 CNN reported the highest
APCER0.2 on single frames but achieves significantly improvements as
LSTM when working on the full laser sequence. Finally, the relevance
of temporal information for fingerprint PAD is underlined by the
LRCN results that show nearly no errors (except for one PAI species)
in the fakefinger class.

3.2.9.3 One-class Fingerprint PAD Results

The next set of experiments29 viewed all PAI species as unknown
attacks. In contrast to the previous methods, which were analysed at a
fixed operation point APCER0.2, in this case it is more interesting to
observe the general performance. The Area Under Curve (AUC) [30]
is a good measure for this task, with small values indicating a more
accurate system in the case of DET plots. However, as PAD systems
are only usable in a particular range, this Section defines the partial

29 This Section is based on our publication [178].
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Figure 3.44: DET curves for the three baseline AE architectures: Conv-AE,
Pooling-AE, and Dense-AE.

AUC (pAUC) that limits the area at 20% error rate. As a result, the
regions above 20% error rate are ignored and not taken into account
for benchmarking the systems.

Figure 3.44 allows a side by side analysis of the three baseline AE ar-
chitectures (Conv-AE, Pooling-AE, and Dense-AE) for SWIR and laser
data. The DET curves show that the Dense-AE (red) clearly outper-
forms the other two architectures for all possible decision thresholds
as the curve is constantly below the others. Since the AEs task is to
reconstruct the original input from the latent representation, it can be
concluded that the Dense-AE extracts the most relevant features for
this task. Therefore, the following evaluations focus on this structure
and discard the other architectures.

In the following, the MSE loss function from Eq. (3.9) is replaced by
wMSE as defined in Eq. (3.13). Therefore, new models of the Dense-
AEs are trained for different constant C values and the resulting DET
curves are depicted in Figure 3.45. For completeness, the MSE version
is again included to visualise the impact of the loss function. It can
be observed that the pAUC decreases for growing values of C, thus
enhancing the detection performance of the model. On the contrary,
too low C values imply the exclusion of large parts of the image that
equals a loss of information. This aspect changes when reaching values
of C = 2.0 (SWIR) and C = 2.2 (laser), where the threshold gets too
high that less of the pixel-wise REs exceed it, thus noisy areas are still
included. Therefore, the best configurations are C = 1.8 (SWIR) and
C = 2.0 (laser), resulting in a pAUC of 7.3% and 22.45%, respectively.

Given the previous results that the Dense-AE architecture in combi-
nation with the wMSE loss function provides the best results for both
SWIR and laser data, the next step is to validate whether both input
data complement each other to detect more attack presentations. In
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Figure 3.45: Performance of the Dense-AEs on SWIR and laser data for MSE
and wMSE settings. The pAUC is given in %.
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Figure 3.46: Weighted score fusions of the best-performing wMSE Dense-AEs.
The pAUC is given in %.
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Group PAI SWIR Dense-AE

fakefinger
dragonskin 14

playdoh 74

ov. opaque bandage 2

ov. transparent

dragonskin 28

gelatin 16

glue 14

silicone 120

ov. semi
dragonskin 5

ecoflex 3

glue 13

total 290

Table 3.14: Number of APCEs at an APCER0.2 for the SWIR wMSE Dense-AE.

this regard, multiple weighted score fusions are tested as visible in
Figure 3.46. The DET curves show the different performances for fu-
sion weights that are adjusted in steps of 10%. Additionally, the pAUC
values constantly decrease for increasing SWIR weights, reaching its
minimum of 7.3% using only the SWIR AE. In this case, including the
laser AE has a negative impact on the fingerprint PAD performance.
Nevertheless, the laser AE adds value to the fusion for high security
applications of APCER < 1%. However, as this is only a small part
of the plot that additionally exceeds the 20% error limit, this is not
visible from the pAUC values.

The occurring APCEs for the APCER0.2 operation point reveal that
the complete set of SWIR errors is a subset of the laser errors, thus ex-
plaining the fusions behaviour for convenient scenarios. The particular
number of APCEs per PAI material for the SWIR model are sum-
marised in Table 3.14. Most misclassifications are due to transparent
overlays, first of all two part silicone, and the next biggest share results
from orange and yellow playdoh fingers. However, when viewing the
absolute numbers, it is important to note that no PA samples were
used in the training sets, hence all attack presentations are used for
testing only. In general, the reconstructions for all APCEs were close
enough to bona fide reconstructions during training such that the
AE failed to distinguish them. The set of laser APCEs additionally in-
cludes more fakefingers of ecoflex and latex and higher numbers for the
overlay groups. As the laser diode uses only one specific wavelength
within the SWIR domain, the laser samples of PAI species generally
are more similar to bona fide presentations than those across all four
SWIR wavelengths.
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Figure 3.47: Benchmark of the best AE setup towards additional OC classi-
fiers based on two different features.

Since a performance benchmark with the aforementioned two-class
fingerprint PAD methods, that are tested on less PA samples, is not fair,
additional OC classifiers are trained and tested on the same data par-
titions. However, as both OC-SVMs and OC-GMMs cannot be trained
on images but require 1-dimensional feature vectors, two pre-trained
networks are utilised to extract those. On the one hand, the latent rep-
resentations of the Dense-AEs are extracted and on the other hand, the
fine-tuned VGG19 CNN is modified for this task. The results in terms
of DET curves and pAUC (%) are displayed in Figure 3.47. In addition
to the SWIR and laser results, both algorithms are also fused in case it
improves the fingerprint PAD performance. The analysis shows for
all cases that the OC-GMMs performs better than its counterpart (OC-
SVMs), which confirms the findings of Nikisins et al. [217]. However,
the proposed AE is unbeaten as its DET curve remains significantly
below the others. Interestingly, the fusions for the other methods yield
better results even for the latent AE representation in contrast to the
AEs.

Finally, Table 3.15 lists the performances in terms of APCER0.2 and
D-EER, allowing to connect these results to other fingerprint PAD
methods that do not evaluate the defined pAUC. Furthermore, pAUC
measurement is better suited to evaluate the general performance in
contrast to particular operation points, which are required to validate
whether the proposed PAD algorithm is applicable for the wanted
scenario. In addition to the SWIR AE, also the laser AE achieves
significantly better results than the other OC algorithms. The next
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Algorithm APCER0.2 D-EER

Laser Dense-AE (wMSE) 24.33% 4.96%

SWIR Dense-AE (wMSE) 6.59% 2.00%

Laser OC-GMM (latent) 41.25% 8.80%

SWIR OC-GMM (latent 34.17% 8.98%

Fused OC-GMM (latent) 36.88% 7.09%

Laser OC-SVM (latent) 45.95% 16.21%

SWIR OC-SVM (latent) 47.27% 16.18%

Fused OC-SVM (latent) 45.86% 13.93%

Laser OC-GMM (VGG19) 63.98% 8.64%

SWIR OC-GMM (VGG19) 47.43% 5.21%

Fused OC-GMM (VGG19) 47.41% 5.16%

Laser OC-SVM (VGG19) 65.12% 9.07%

SWIR OC-SVM (VGG19) 52.82% 7.96%

Fused OC-SVM (VGG19) 55.55% 7.17%

Table 3.15: Performance overview of the best AEs in contrast to other OC
classifiers.

best results are an APCER0.2 = 34.17% (latent SWIR OC-GMM) and
a D-EER = 5.16% (VGG19 fused OC-GMM). All in all, the SWIR AE
achieves remarkable results with APCER0.2 = 6.59% and D-EER = 2%.

3.2.9.4 Fusion

Given all the previous results, the best-performing algorithms30 are
considered for a fusion. As defined in Section 3.2.6, this fusion intends
to combine one SWIR algorithm with one laser algorithm in order
to limit the number of possibilities and prevent over-engineering on
the baseline partition. In this context, the number of identical APCEs
are listed in Table 3.16 to validate how the different PAD algorithms
complement each other.

The lowest number of identical APCEs (23) is counted for the com-
bination of laser LRCN and SWIR CNN VGG16. Additionally, both
algorithms have the lowest average in their row (LRCN) and their
column (VGG16), respectively. Hence, this combination is found to
be most complementary and suited for the fusion. Since the optimal
fusion exploits the strengths from both algorithms, it is generally a
good idea to fuse those which have the least APCEs in common.

30 This Section is based on our publication [176] but additional PAD algorithms are
considered for the fusion.
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Laser
SWIR AE

SWIR CNN

Mob.NetV2 VGG16 VGG19 VGGFace

(290) (117) (101) (99) (171)

AE (1,070) 285 101 61 82 120

CNN ResNet (260) 80 64 45 50 73

CNN VGGFace (145) 52 49 29 42 59

LSTM ResNet (219) 69 57 35 43 63

LRCN (156) 66 48 23 28 48

Table 3.16: Number of identical APCEs for the best-performing algorithms.
The total number of APCEs per algorithm is given in brackets.
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(a) Fusion trends
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Baseline

Laser AE (24.33%)
Laser CNN ResNet (8.70%)
Laser CNN VGGFace (4.85%)
Laser LSTM ResNet (7.32%)
Laser LRCN (5.22%)
SWIR AE (6.59%)
SWIR CNN MobileNetV2 (3.91%)
SWIR CNN VGG16 (3.38%)
SWIR CNN VGG19 (3.31%)
SWIR CNN VGGFace (5.72%)
Fusion (2.51%)

(b) Summary of the best results

Figure 3.48: Overview of different weighted fusions (a) and the best PAD
algorithms with their corresponding APCER0.2 values (b).

The evaluation of different fusion weights in Figure 3.48a approves
the complementary fusion of SWIR CNN VGG16 and laser LRCN.
Independently of the weights, all DET curves are mostly overlapping
and appear as one thick line. Hence, the greatest benefit arises from
the fact of fusing alone and is no over-engineered niche solution. Since,
the results are so close, equal weights of 50% each are chosen to allow
the most general design. This fusion and the DET curves of the best-
performing algorithms are plotted in Figure 3.48b. For both extreme
cases of high convenience (APCER0.2) or high security (BPCER0.2), the
fusion is an enhancement compared to the single fingerprint PAD
algorithms. However, its D-EER is slightly higher than the best CNN
approaches. Finally, these fusion weights are fixed for the following
experiments as these analyse the generalisability of this subset of
algorithms.
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Laser CNN ResNet (5.53%)
Laser CNN VGGFace (9.49%)
Laser LSTM ResNet (8.62%)
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SWIR CNN VGG19 (4.35%)
SWIR CNN VGGFace (8.77%)
Fusion (5.14%)

Figure 3.49: DET curves of the Fakefinger group and their corresponding
APCER0.2 values.

3.2.9.5 PAD Generalisability

The objective of this Section31 is to evaluate the generalisation capa-
bilities of the introduced fingerprint PAD methods towards unknown
attacks. Therefore, the subset of best-performing algorithms from Fig-
ure 3.48b is consecutively trained and tested on the specified LOO
partitions and the resulting DET curves are plotted to visualise the
differences. Furthermore, the APCEs of the pre-defined fusion and the
best two laser and SWIR algorithms are analysed in more detail for
the convenient operation point APCER0.2. As ResNet appears twice
among the best laser algorithms, the CNN ResNet is now abbreviated
C.ResNet within Tables and the LSTM ResNet L.ResNet, respectively.
The fusion combines the laser LRCN and the SWIR CNN VGG16 as
defined above.

Visual LOO Groups. The visual LOO partitions consist of two
PAI categories: full fake fingers and fingerprint overlays. Moreover,
the overlays are further grouped due to their appearance regarding
transparency into opaque, transparent, and semi transparent. Since a
camera-based capture device is utilised, the captured samples might
be different when the bona fide skin is still visible behind a transparent
overlay PAI.

Starting with the fakefinger group, the corresponding DET curves
are plotted in Figure 3.49. As the algorithms are trained on overlay
PAIs only, the overall PAD performance decreases compared to the
baseline partition. However, the best algorithms (SWIR CNNs VGG16

and VGG19) achieve an APCER0.2 = 4.35% (+1%), followed by the
fusion with 5.14% (+2.6%). On the other hand, laser CNN ResNet
improves its APCER0.2 by 3%, while e. g. laser LRCN has a 20% higher
error rate (25.61%). Despite the fact that the fusion weights were

31 This Section is based on our publication [176] but additional PAD algorithms are
evaluated.
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PAI
Laser SWIR Fusion

C.ResNet L.ResNet VGG16 VGG19

dragonskin 30 (6.29%) 85 (17.82%) 3 (0.63%) 6 (1.26%) 8 (1.68%)

latex 0 3 (2.04%) 1 (0.68%) 0 0

playdoh 39 (33.62%) 21 (18.10%) 48 (41.38%) 47 (40.52%) 57 (49.14%)

silly putty 1 (1.82%) 0 1 (1.82%) 2 (3.64%) 0

wax 0 0 2 (2.70%) 0 0

total 70 (5.53%) 109 (8.62%) 55 (4.35%) 55 (4.35%) 65 (5.14%)

Table 3.17: Summary of APCEs at an APCER0.2 on the Fakefinger partition.
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Laser AE (17.86%)
Laser CNN ResNet (27.59%)
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Laser LSTM ResNet (7.35%)
Laser LRCN (10.83%)
SWIR AE (4.88%)
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SWIR CNN VGGFace (21.57%)
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Figure 3.50: DET curves of the Overlay group and their corresponding
APCER0.2 values.

fixed on the baseline partition, the equal fusion of laser LRCN and
SWIR CNN is still the third best algorithm. The resulting APCEs are
summarised in Table 3.17. The highest number of errors as well as
error rates are reported for playdoh PAIs. In fact, especially orange
playdoh troubles the PAD algorithms when captured in the SWIR
domain. Additionally, some yellow playdoh PAIs are mistaken for
bona fide presentations while all other colours are classified correctly.
Furthermore, the laser algorithms are challenged by dragonskin PAIs
with up to 18% APCER (LSTM ResNet). Similar to the SWIR methods,
the fusion is much better at classifying dragonskin presentations
(APCER=1.68%) but fails in 50% of the playdoh PAIs (74% for orange
and yellow samples only).

On the contrary, the next set of experiments is trained on fake fin-
gers only and treats all overlays as unknown attacks (Figure 3.50).
Again the fusion is on the third place (APCER0.2 = 5.2%), but this time
after SWIR CNN MobileNetV2 with 4.72% and SWIR AE with 4.88%.
The laser CNNs show the worst performance (APCER0.2 > 27%) and
the LRCN improves to 10.8% APCER0.2, which is 0.1% lower than its
fusion partner SWIR CNN VGG16. Table 3.18 lists all APCEs for the
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PAI
Laser SWIR Fusion

L.ResNet LRCN AE Mob.NetV2

opaque

bandage 4 (28.57%) 5 (35.71%) 1 (7.14%) 2 (14.29%) 5 (35.71%)

dragonskin 2 (11.76%) 4 (23.53%) 0 0 2 (11.76%)

ecoflex 11 (1.06%) 0 0 0 0

gelatin 9 (4.64%) 20 (10.31%) 0 0 0

silicone 19 (2.31%) 70 (8.5%) 0 2 (0.24%) 26 (3.16%)

transparent

dragonskin 26 (24.53%) 39 (36.79%) 21 (19.81%) 10 (9.43%) 21 (19.81%)

gelatin 8 (7.48%) 33 (30.84%) 13 (12.15%) 47 (43.93%) 15 (14.02%)

glue 20 (74.07%) 18 (66.67%) 10 (37.04%) 3 (11.11%) 11 (40.74%)

latex 1 (2.94%) 8 (23.53%) 0 0 4 (11.76%)

silicone 87 (55.41%) 113 (71.97%) 97 (61.78%) 74 (47.13%) 71 (45.22%)

semi

dragonskin 8 (17.02%) 15 (31.91%) 0 5 (10.64%) 2 (4.26%)

ecoflex 2 (8.33%) 5 (20.83%) 2 (8.33%) 2 (8.33%) 3 (12.5%)

glue 4 (2.74%) 2 (1.37%) 6 (4.11%) 0 0

silicone 25 (15.63%) 1 (0.63%) 0 0 0

total 226 (7.35%) 333 (10.83%) 150 (4.88%) 145 (4.72%) 160 (5.2%)

Table 3.18: Summary of APCEs at an APCER0.2 on the Overlay partition.
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SWIR CNN VGGFace (0.27%)
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Figure 3.51: DET curves of the Opaque group and their corresponding
APCER0.2 values.

PAI
Laser SWIR Fusion

C.ResNet VGGFace AE Mob.NetV2

bandage 0 0 1 (7.14%) 0 1 (7.14%)

ecoflex 7 (0.68%) 21 (2.03%) 0 0 18 (1.74%)

gelatin 5 (2.58%) 1 (0.52%) 0 0 1 (0.52%)

silicone 3 (0.36%) 3 (0.36%) 0 0 12 (1.46%)

total 15 (0.69%) 25 (1.14%) 1 (0.05%) 0 32 (1.47%)

Table 3.19: Summary of APCEs at an APCER0.2 on the Opaque partition.

three specified overlay groups. From the opaque group, the highest
error rates are reported for bandage plasters. Although these pre-
sentations are listed as concealing attack presentations, data subjects
usually cover only a scratch such that other parts still reveal bona fide
skin. Hence, up to 36% are misclassified as bona fide presentations.
The error rates of the transparent group are dominated by silicone
PAIs (APCER0.2 between 45% and 72%), but glue, dragonskin, and
gelatin PAIs are also challenging to classify correctly. Finally, the semi
transparent group contains the least numbers of APCEs with relatively
high error rates due to the smaller number of total samples in this
group.

The best overall results can be observed for the opaque overlay
group in Figure 3.51, where all DET curves are close to the bottom
left corner and an APCER0.2 of 5.6% can be seen as an outlier (Laser
AE). Four algorithms obtain an APCER0.2 below 0.3%, but especially
the fused PAD algorithms are among the worst with APCER0.2 values
above 1.3%. As a result, this fusion is far behind the best results
(APCER0.2 = 1.5%). As shown in Table 3.19, the reason for this are
misclassified samples made from ecoflex and silicone. On the other
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Figure 3.52: DET curves of the Transparent group and their corresponding
APCER0.2 values.

PAI
Laser SWIR Fusion

C.ResNet VGGFace VGG19 VGGFace

dragonskin 15 (14.15%) 6 (5.66%) 17 (16.04%) 2 (1.89%) 7 (6.6%)

gelatin 2 (1.67%) 5 (4.67%) 1 (0.93%) 0 3 (2.80%)

glue 7 (25.93%) 9 (33.33%) 1 (3.7%) 1 (3.7%) 3 (11.11%)

latex 0 0 0 1 (2.94%) 0

silicone 74 (47.13%) 54 (34.39%) 36 (22.93%) 41 (26.11%) 45 (28.66%)

total 98 (19.1%) 74 (14.42%) 55 (10.72%) 46 (8.97%) 58 (11.31%)

Table 3.20: Summary of APCEs at an APCER0.2 on the Transparent partition.

hand, the detection rate of bandage plasters increases as soon as other
partly covering overlays are included in the training set.

With the transparent overlay group next, the PAD performances
decrease significantly (Figure 3.52). This time, the best APCER0.2

is achieved by SWIR CNN VGGFace (8.97%) followed by VGG19

(10.72%). With an APCER0.2 of 11.31%, the fusion is placed third de-
spite the enormous APCER0.2 of 36% for the laser LRCN. In accordance
to the analysis on the full overlay group, most APCEs are caused by
silicone, glue, and dragonskin as presented in Table 3.20. However,
due to other overlays with the training set, the error rates are lower
than for the transparent subset of the full overlay LOO experiment.
However, this remains the most challenging LOO group in general.

The results from the semi transparent group in Figure 3.53 align
with the previous observations between the opaque and transparent
groups, with a noticeable shift towards the opaque results. Again, the
laser AE can be considered an outlier and all other APCER0.2 values
remain below 6%. In particular, six PAD algorithms (including the
fusion) achieve an APCER0.2 below 1%. Table 3.21 highlights that the
few occurring APCEs result from attack presentations made from
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Figure 3.53: DET curves of the Semi transparent group and their correspond-
ing APCER0.2 values.

PAI
Laser SWIR Fusion

C.ResNet LRCN Mob.NetV2 VGG16

dragonskin 0 3 (6.38%) 0 0 0

ecoflex 0 0 1 (4.17%) 0 1 (4.17%)

silicone 3 (1.88%) 5 (3.13%) 1 (0.63%) 0 0

total 3 (0.8%) 8 (2.12%) 1 (0.27%) 1 (0.27%) 1 (0.27%)

Table 3.21: Summary of APCEs at an APCER0.2 on the Semi partition.
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PAI
Laser SWIR Fusion

C.ResNet VGGFace VGG16 VGG19

opaque 4 (0.49%) 2 (0.24%) 1 (0.12%) 1 (0.12%) 0

transparent 68 (43.31%) 30 (19.12%) 22 (14.01%) 30 (19.12%) 23 (14.65%)

semi 1 (0.63%) 16 (10%) 0 0 0

total 73 (6.4%) 78 (6.84%) 23 (2.02%) 31 (2.72%) 23 (2.02%)

Table 3.22: Summary of APCEs at an APCER0.2 for material group i) partition.

dragonskin, ecoflex, or silicone. The lower number of testing samples
results in five times higher error rates compared to the opaque group
given the same number of misclassified attack presentations.

So far the results indicate that the PAD performance for training
only on fake fingers or on overlays does not differ much towards the
baseline partition that includes all PAI species. On the other hand, it
is much more challenging to detect unknown transparent overlays
than opaque ones. Semi transparent overlays are quiet easy to detect
but single errors cause higher error rates due to the small test set.
Converting this knowledge to the baseline partition means that its
performance is based on the particular shares of (un)challenging PAI
groups. An additional insight is that the laser LRCN is not able to
correctly classify fakefinger presentations, even though they have
no blood movement, when the training set contains only overlay
PAIs. Hence, the LRCN model is highly sensitive to its training data
which contradicts the ambition of generalisability. As a consequence,
combining other PAD methods could further improve the fusion
results [176]. However, this equal contribution of laser LRCN and
SWIR CNN VGG16 still does a decent job across the different LOO
experiments (1× 1st, 3× 3rd, 1× 9th).

Material LOO Groups. In contrast to the previously evaluated
visual LOO groups, the PAIs are additionally grouped based on the
utilised material. Due to the varying number of captured samples per
PAI species, four material groups were defined in Section 3.2.8:

i) silicone

ii) dragonskin and ecoflex

iii) gelatin, glue, latex, printout, and wax

iv) 3D printed, dental material, playdoh, and silly putty

The LOO results for material group i) are depicted in Figure 3.54.
The best results are reported for the fusion and SWIR CNN VGG16

(APCER0.2 = 2.02%), while laser AE and LRCN have the highest
APCER0.2 around 13%. Furthermore, all SWIR algorithms perform bet-
ter than the best laser algorithm, which is also visible from the APCEs
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Figure 3.54: DET curves of the material group i) and their corresponding
APCER0.2 values.
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Material Group ii)

Laser AE (26.49%)
Laser CNN ResNet (4.51%)
Laser CNN VGGFace (1.10%)
Laser LSTM ResNet (5.96%)
Laser LRCN (6.96%)
SWIR AE (0.45%)
SWIR CNN MobileNetV2 (0.35%)
SWIR CNN VGG16 (3.86%)
SWIR CNN VGG19 (2.40%)
SWIR CNN VGGFace (1.35%)
Fusion (3.46%)

Figure 3.55: DET curves of the material group ii) and their corresponding
APCER0.2 values.

in Table 3.22, where the particular number of misclassified samples
is two to three times higher for the laser CNNs than for the SWIR
CNNs. Generally, the majority of undetected silicone presentations
are transparent PAIs.

In the next step, material group ii) is evaluated in Figure 3.55. The
results show that it seems much easier to detect unknown dragonskin
and ecoflex PAIs for particular SWIR algorithms with remarkable low
APCER0.2 values of 0.35% (MobileNetV2) and 0.45% (AE), followed by
laser CNN VGGFace (1.1%). The fusion (3.46%) achieves an average
performance on the fifth place. The summary in Table 3.23 reveals that
dragonskin PAIs cause the most errors.

Overall better PAD performances are reported for material group
iii) in Figure 3.56. The fusion and three additional SWIR CNNs report
an APCER0.2 of 0.12%, which is equal to one misclassified attack
presentation. The laser algorithms (except the AE) report more errors
but are generally closer than for other LOO scenarios. As shown in
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PAI
Laser SWIR Fusion

C.ResNet VGGFace AE MobileNetV2

dragonskin 82 (12.67%) 19 (2.94%) 9 (1.39%) 4 (0.62%) 45 (6.96%)

ecoflex 8 (0.59%) 2 (0.15%) 0 3 (0.22%) 24 (1.78%)

total 90 (4.51%) 21 (1.1%) 9 (0.45%) 7 (0.35%) 69 (3.46%)

Table 3.23: Summary of APCEs at an APCER0.2 for material group ii) parti-
tion.
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SWIR CNN VGGFace (0.12%)
Fusion (0.12%)

Figure 3.56: DET curves of the material group iii) and their corresponding
APCER0.2 values.

PAI
Laser SWIR Fusion

C.ResNet LRCN Mob.NetV2 VGG19

gelatin 7 (2.33%) 2 (0.66%) 0 0 0

glue 8 (4.62%) 11 (6.36%) 1 (0.58%) 1 (0.58%) 1 (0.58%)

latex 1 (0.55%) 1 (0.55%) 0 0 0

total 16 (1.86%) 14 (1.63%) 1 (0.12%) 1 (0.12%) 1 (0.12%)

Table 3.24: Summary of APCEs at an APCER0.2 for material group iii) parti-
tion.
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Material Group iv)

Laser AE (23.55%)
Laser CNN ResNet (11.62%)
Laser CNN VGGFace (7.03%)
Laser LSTM ResNet (4.89%)
Laser LRCN (18.96%)
SWIR AE (22.63%)
SWIR CNN MobileNetV2 (21.10%)
SWIR CNN VGG16 (20.49%)
SWIR CNN VGG19 (18.96%)
SWIR CNN VGGFace (14.98%)
Fusion (17.74%)

Figure 3.57: DET curves of the material group iv) and their corresponding
APCER0.2 values.

PAI
Laser SWIR Fusion

L.ResNet VGGFace VGG19 VGGFace

playdoh 16 (13.79%) 8 (6.9%) 57 (49.14%) 49 (42.24%) 58 (50%)

silly putty 0 15 (27.27%) 5 (9.09%) 0 0

total 16 (4.89%) 23 (7.03%) 62 (18.96%) 49 (14.98%) 58 (17.74%)

Table 3.25: Summary of APCEs at an APCER0.2 for material group iv) parti-
tion.

Table 3.24, the one undetected attack presentation is made from glue,
which is also the most difficult PAI group for the laser algorithms.

Finally, the results of material group iv) in Figure 3.57 show an
inverted picture. The SWIR methods (APCER0.2 between 15% and 23%)
are outperformed by the laser algorithms. The laser LSTM ResNet
(4.89%) achieves the best result, followed by the laser CNNs VGGFace
(7.03%) and ResNet (11.62%). However, the laser LRCN reports an
APCER0.2 of nearly 19%, which is also reflected in the fusion (17.74%).
As known from previous visual LOO experiments, Table 3.25 discloses
that those high APCER0.2 values are caused by playdoh presentations.
Additionally, some silly putty samples are also not detected for specific
algorithms.

All in all, the outcome of the material LOO experiments confirms
findings from the visual LOO groups that are summarised in the
following: i) especially transparent overlays are hard to detect when
not seen during training, ii) except for playdoh, SWIR algorithms seem
stronger than laser algorithms for fingerprint PAD, iii) the pre-defined
fusion of complementary information channels generalises better than
its independent components. Regardless of other properties, the most
challenging PAI materials are dragonskin, playdoh, and silicone.
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3.2.10 Summary

The camera change within the capture device results in higher resolu-
tion images and thus allows a focus on deep learning techniques for
fingerprint PAD algorithms. In this context, a new dataset comprising
17,730 bona fide presentations and 4,339 attack presentations from 45

different PAI species has been collected in order to enable fingerprint
PAD development. With a focus on the SWIR and laser sequence data,
new PAD algorithms have been benchmarked on a unified baseline
partition and additionally evaluated regarding their generalisation
capabilities.

The tests of the SWIR CNNs showed that the 4-dimensional input
processing module is very valuable for fingerprint PAD. When it is
trained together with the other CNN blocks, the handcrafted RGB con-
version is clearly outperformed in terms of PAD accuracy. Additional
experiments on the laser data confirmed the soundness of the CNN
approaches (fine-tuned and trained from scratch), which achieved in
some cases remarkable results. However, the PAD performance still de-
pends on the network’s architecture and the utilised input data. While
the MobileNets report good results on SWIR data, both are unsuited
to process laser input. Furthermore, the structures of InceptionV3 and
Xception seem too deep to successfully apply transfer learning on
a small dataset. However, due to their specific architectural design
removing some blocks is not as simple as for the MobileNets. Given
the laser sequence data, additional LSTM and LRCN approaches are
analysed and proved to have the potential to significantly enhance
the fingerprint PAD performance. Finally, OC convolutional AEs have
been proposed as a general method for anomaly detection. As these
models are solely trained on bona fide presentations, they are designed
to detect unknown attacks. The reported results demonstrate that the
AE benefits from the 4-dimensional SWIR data and is less discrimina-
tive for the used laser data. While the SWIR AE achieves nearly perfect
results for specific LOO groups, other two-class algorithms are too sen-
sitive towards the training data (i. e., laser LRCN). Hence, these PAD
methods do not generalise well, despite their superior performance on
the baseline partition. Finally, it can be concluded that fusing laser and
SWIR algorithms helps in terms of PAD performance as well as gener-
alisability. While a convenient BPCER can be granted, dragonskin and
orange playdoh fake fingers, and especially transparent overlays from
two part silicone remain challenging to detect.

3.3 fingerprint pad summary

As the focus for this Thesis is on hardware-based solutions for finger-
print PAD, it could be shown that complementary information from
multiple sensors are beneficial for the classification process. On the
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other hand, software-based solutions are limited to one sensor and
operate on legacy fingerprint images only. In this context, additional
contributions [121] were made by benchmarking a set of fingerprint
PAD algorithms on the publicly available LivDet datasets. In this
work the Fisher Vector technique is utilised to combine the strengths
of local and global features and achieve generalisability towards un-
known attacks, cross-sensor captures, and cross-database scenarios.
The experimental evaluation is done on the LivDet 2011 to LivDet 2017

datasets and includes seven different feature extractors: Scale Invariant
Feature Transform (SIFT), Speed-Up Robust Features (SURF), HOG,
LBP, BSIF, Binary Robust Independent Elementary Features (BRIEF),
and Oriented FAST and Rotated BRIEF (ORB). The results show that
the correct combination of handcrafted features is able to outperform
state-of-the-art deep learning algorithms for software-based finger-
print PAD.



4
B I O M E T R I C I N F O R M AT I O N P R O T E C T I O N

The standard ISO/IEC 24745 on biometric information protection [144]
defines three requirements for biometric systems:

• irreversibility “To prevent the use of biometric data for any
purpose other than originally intended, biometric data shall be
processed by irreversible transforms before storage.” Given a
protected template, it must be impossible to retrieve the original
sample.

• unlinkability “The stored biometric references should not be
linkable across applications or databases.” Even with multiple
protected templates stemming from the same instance of one
data subject, they must not be linkable.

• renewability “A biometric reference may need to be changed for
a variety of reasons besides compromise.” Protected templates
can be renewed or revoked without the need for re-enrolment of
the data subject.

Furthermore, the biometric recognition performance should not de-
crease towards unprotected systems and usable transaction times are
requested. In this context, the contributions in this Chapter1 focus on
BIP approaches in the encrypted domain based on Homomorphic En-
cryption (HE) and Garbled Circuits (GCs) in order to address research
question RQ3. Both techniques allow privacy-preserving storage and
comparison of biometric data without any accuracy loss since com-
putations are directly executed on the ciphertexts. In addition, both
concepts are independent of the biometric modality used as long as
the respective comparison function is supported.

Additionally, the applied BIP systems utilise post-quantum cryptog-
raphy [19] to provide long-term security. The latest estimation of the
European Union expects efficient quantum computers being able to
break current cryptosystems in 2035 [88]. On the other hand, biomet-
ric systems are deployed for a timespan of multiple years depending
on the application context. While a retention period of three to five
years is recommend for publicly operated systems [89, 90], European
passports are usually valid for ten years, and some non-governmental
access control systems have been running since twelve years [168].
As a consequence, contemporary research should take post-quantum
resistant BIP approaches into account to guarantee privacy protection

1 This Chapter is based on our publications [16, 173, 174].
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for the biometric templates. The persistence of biometric character-
istics is the reason why biometric data needs enhanced protection
compared to other authentication methods such as passwords. If pro-
tected biometric templates are leaked today, attackers can still reverse
them using quantum computers in the future in order to retrieve valid
representations. While passwords and tokens can be exchanged to
counter previous security incidents, biometric systems pose the risk
of impersonation once a utilised characteristic is leaked as the number
of biometric instances per characteristic is limited (e. g., one face, two
eyes, or ten fingers).

4.1 cryptographic methods for biometric information

protection

Since BIP can be achieved in different ways [13, 37, 213, 238], this
Section introduces the cryptographic methods that are relevant for
the Thesis contribution such as the utilised HE schemes and Secure
Two-Party Computation (STPC).

4.1.1 Homomorphic Encryption

The concept of Homomorphic Encryption (HE) generally allows com-
putations on ciphertexts without decrypting the content2. In particular,
HE schemes [1] are based on public-key cryptography (also asym-
metric cryptography) with the property that purposeful mathematical
operations that are applied on the ciphertext directly correspond to
the equivalent operation on the plaintext. For the case of additive and
multiplicative operations, the homomorphic properties are universally
defined as:

Enc (A + B) = Enc (A) � Enc (B) (4.1)

Enc (A · B) = Enc (A) ◦ Enc (B) (4.2)

Depending on the utilised HE scheme, the operations � and ◦ might
vary. In general it holds that an operation �/◦ exists which can be
applied to two ciphertexts and returns the encrypted sum/product of
both corresponding plaintexts. Depending on the supported function-
alities, HE schemes are grouped into the following three types:

Partially Homomorphic Encryption (PHE). These schemes are de-
fined through their limitation to one homomorphic property: addition
or multiplication. This might be the case for cryptosystems, where
only one operation is mathematically possible.

Somewhat Homomorphic Encryption (SHE). In contrast to PHE,
SHE schemes generally allow both operations. However, only a lim-
ited number of executions are possible before the result becomes
undecryptable noise.

2 This Section is derived from our publication [174].
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Fully Homomorphic Encryption (FHE). On the other hand, FHE
schemes allow an unlimited number of additions and multiplications.
On the contrary, the noise reduction techniques are computationally
expensive, which results in longer execution times.

While the restrictions of PHE and SHE might limit the usage in
other applications, the biometric comparison function utilises a fixed
number and type of operations that are throughout consistent as long
as template format and distance computation do not change. Hence,
specific HE schemes can be selected according to the biometric use
case. Given the additional requirement of post-quantum-security [19],
the utilised crypto schemes are introduced in the subsequent Sections.
For the whole Chapter, the following abbreviations are used within
figures and equations:

• Enc - encryption

• Dec - decryption

• sk - secret key

• pk - public key

• m - message (or here: biometric data to be encrypted)

4.1.2 CKKS Cryptosystem

The cryptosystem3 Cheon-Kim-Kim-Song (CKKS) [51] is defined as an
approximate HE scheme. In other words, the decryption of a ciphertext
is not definite but its precision depends on the system parameters:

Decsk
(
Encpk (m)

)
6= m (4.3)

Decsk
(
Encpk (m)

)
≈ m (4.4)

However, with the suggested parameter sets [49], the bounds can be
specified in a way that they do not interfere with the approximate de-
cryption. In order to encrypt floating point values, these are separated
in significand (also: mantissa) and scaling factor with a base exponent
using approximate arithmetic. Hence, this representation defines a
trade-off between efficiency and accuracy as some decimal places are
rounded-off.

This conversion is part of the encoding step, which is illustrated
in Figure 4.1. The resulting polynomial can then be encrypted to
the ciphertext and in order to retrieve the plaintext, the decrypted
polynomial needs to be decoded again. As long as two ciphertexts
have an identical scaling factor, it is possible to add or multiply them.
However, CKKS supports additional homomorphic operations such
as rescaling, rotations, and complex conjugation, where rescaling

3 This Section is derived from our publication [174].
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Figure 4.1: Overview of the components from the HE schemes.

is required after multiplications. In order to support an unlimited
number of multiplications, the CKKS scheme was adjusted to become
fully homomorphic [50]. The post-quantum security of the CKKS
scheme is based on the shortest vector problem [193].

4.1.3 BFV Cryptosystem

The Brakerski/Fan-Vercauteren (BFV) [93] cryptosystem4 is working
on integer inputs and part of the community standard on homomor-
phic encryption [8]. As it is based on Brakerski’s fully homomorphic
scheme [31], the main contribution is a transmission from the Learn-
ing With Errors (LWE) [244] to the ring-LWE (RLWE) problem [193],
which can be further reduced to the shortest vector problem by a
quantum algorithm. In this regard, the authors port the fully HE from
Brakerski to a simple somewhat HE scheme with RLWE. Subsequently,
bootstrapping is added to reduce the noise and make the scheme fully
homomorphic.

Bootstrapping was first introduced by Gentry [102] and is a method
to lower the noise level before it exceeds the noise bounds, which
would lead to undecryptable ciphertexts. However, as bootstrapping
is expensive, its usage should be limited to its necessity. While mul-
tiplications in the encrypted domain significantly increase the noise
level, additions can be executed nearly noise-free.

The general overview in Figure 4.1 also holds for BFV: the plaintext
is mapped to a polynomial representation before encryption, which
also needs to be decoded after the decryption. Finally, BFV is optimised
to speed up the computation compared to Brakerski’s original scheme
and the authors further provide particular parameters to achieve a
specific security level.

4.1.4 NTRU Cryptosystem

The lattice-based cryptosystem5 N-th degree truncated polynomial
ring (NTRU) [133] stands out since it is more efficient than other

4 This Section is derived from our publication [174].
5 This Section is derived from our publication [173].
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public key cryptosystems such as RSA [246], Elgamal [82], or elliptic
curves [204]. Indeed, its low memory requirements and computational
efficiency [130] are comparable to symmetric cryptography, which
allows for application scenarios with embedded or mobile devices.
Hence, biometric authentication systems do not require high-end hard-
ware to process encrypted data. Besides, NTRU currently is a finalist
in the NIST post-quantum cryptography standardisation effort6 [5, 6].

As a SHE scheme, NTRU generally supports both additive and
multiplicative homomorphic operations, but a combination of those is
not possible. In order to successfully decrypt an encrypted product,
the exact number of applied multiplications is necessary, whereas en-
crypted sums can be decrypted by default. Thus, the utilised distance
function is limited to either additions or multiplications. However,
the system’s parameters can be selected such that the decryption in
Z2 /

(
XN − 1

)
automatically performs a modulo-2 operation. This has

the advantage that one addition of two protected binary templates
directly results in the XOR of both and the Hamming weight (HW) of
this is equal to the Hamming distance (HD) between the templates.

The security of NTRU is based on the same RLWE problem [193] as
the aforementioned cryptosystems, which defines the post-quantum
resistance for lattice-based cryptography.

4.1.5 Secure Two-Party Computation

In general, Secure Two-Party Computation (STPC) is a concept7 that
is able to evaluate all mathematical functions that can be efficiently
described, while preventing the parties to learn the opposite input.
Hence, in the area of biometrics, the comparison of two templates is
possible in a privacy-preserving way. In this context, biometric appli-
cations, independent of the modality, were used to benchmark several
STPC approaches [22, 23, 36, 222, 251]. Although these solutions
achieve efficient privacy-preserving comparisons, BIP is rarely granted
as the templates themselves are classically available in plaintext.

Hence, secret sharing [164] is added to achieve secure database
storage. This technique allows to share a biometric template with two
non-colluding servers, such that one party on its own cannot learn
any information from its share. Given a template t, the secret shares
〈t〉1 and 〈t〉2 can be computed such that reconstruction of t is only
possible when all shares are present. During enrolment, all references
are shared between the corresponding servers S1 and S2. In the same
way, the shares of the probe are computed and send to the servers.
Subsequently, the STPC protocol receives in total four shares (two
per template) to securely calculate the distance between probe and
reference.

6 https://csrc.nist.gov/News/2020/pqc-third-round-candidate-announcement

7 This Section is derived from our publication [16].

https://csrc.nist.gov/News/2020/pqc-third-round-candidate-announcement
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The distance computation based on secret shares instead of full tem-
plates results in a computationally overhead compared to the classical
STPC version, but fulfils the requirements for BIP. However, as STPC
is able to utilise symmetric cryptography such as AES [62], it is usually
more efficient than HE approaches. The applied STPC architecture
follows the outsourced STPC design of Kamara and Raykova [160].

4.1.6 Note on Randomness

The proposed BIP methods within this Thesis only serve as proof-of-
concept implementations8. While the utilised Pseudo Random Number
Generators (PRNGs) are able to generate sufficient randomness for
this purpose [153], hardware-based randomness is found to be crypto-
graphically more secure. Hence, it is advised to exchange the PRNGs
for real-world applications.

4.2 system design for bip

In addition to the desired post-quantum security, further design de-
cisions9 are derived based on knowledge gained from related work.
Many publications in the area of BIP utilising HE require the client to
store the secret key. However, as soon as the subjects needs a secret
key in addition to a biometric characteristic, the advantage of using
biometrics is lost and a de facto two-factor authentication system is in
place. Regardless of the discussion whether two-factor authentication
is relevant, the approaches in this Thesis focus on privacy protection
of solely biometric systems without further dependencies on another
factor. Therefore, a two server architecture is required as the secret
decryption key can neither be stored next to the encrypted database
nor at client side. Hence, the honest but curious model [127] is applied
were the involved parties stick to the protocol but try to learn as much
information as possible from the processed data. In order to grant
full privacy protection, it is mandatory that the servers do not learn
the plaintext representation of a template nor does the client learn
something about the database. Therefore, these factors need to be
taken into account when specifying the protocol.

Furthermore, some published architectures moved the distance
computation to the client. This turned out a bad idea, as in this
case the honest but curious model works only in theory. Since the
client’s only interest is to get successfully authenticated, it must be
expected that the client deviates from the protocol and manipulates
the computation. In fact, the client does not need to compute the
distance but can simply encrypt a distance value that gets accepted by

8 This Section is derived from our publication [16].
9 This Section is derived from our publications [16, 173, 174].
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Figure 4.2: Pre-processing pipelines for face template extractions.

the decision threshold. Therefore, the proposed protocols require that
the distance computation is done at server side.

Generally, the non-colluding two-server architecture can be con-
sidered a realistic setting, where one party offers privacy-preserving
computation services. This independent provider assists in the au-
thentication process and has an economic incentive to honestly follow
the protocol as preserving the trust of the contracting authority is its
business model.

Finally, it is possible to secure honest but curious models versus ma-
licious adversaries, who deviate from the protocol, by the cost of
additional computations. This was shown independent of the biomet-
ric modality in [15] using HE and in general for STPC methods [188].
However, as there are no published studies on post-quantum security,
this Thesis continues in the honest but curious model.

4.3 benchmarking post-quantum-secure he schemes

Although BIP based on HE is generally independent of the biomet-
ric modality used, the three HE schemes are benchmarked10 in the
context of a face verification application [151]. Given their different
input requirements (float, integer, binary), the evaluation includes the
biometric recognition performance, transaction time, template size,
and cryptographic security. While CKKS and BFV were already evalu-
ated in a biometric identification setting for face recognition [77], this
work additionally considers the NTRU cryptosystem for a benchmark
under equal conditions.

4.3.1 Proposed Scheme

The systems builds upon two deep feature extraction algorithms,
ArcFace [73] and FaceNet [256], to process the facial input images.
Both generate a feature vector of 512 floating point values by default
as depicted in Figure 4.2. As these templates can only be processed by
CKKS HE, subsequent quantisation and encoding provide additional
conversions to integer and binary templates to allow usage of BFV and
NTRU as well. The quantisation follows the approach of Drozdowski

10 This Section is based on our publication [174].
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Figure 4.3: Homomorphically secured verification steps for the BIP system.

et al. [80], where the full feature space of the templates is equally split
in four parts. Hence, the encoding process simply replaces the float
values with the corresponding number of the respective quantisation
part to create integer templates. Subsequently, the integers can be
transformed to binary representations. However, it is important to
maintain minimal distances between neighbouring areas and maximal
distances for parts that do not share a common threshold. Hence, the
Linearly Separable Subcode (LSSC) [186] is utilised to retrieve three
binary digits from each integer.

For unprotected systems, the Euclidean distance is computed for
float and integer templates. But since CKKS and BFV do not support
calculating the square root in the encrypted domain, the squared
Euclidean distance can be used in the same way, as the relation of the
comparison scores is not affected by this. On the other hand, the HD
is the most efficient method to compare binary plaintext templates. In
this regard, the NTRU parameters can be set to automatically perform
a modulo-2 operation during decryption of the protected distance.
Hence, the XOR of probe and reference requires only one addition in
the encrypted domain.

Taking into account the specified system design (Section 4.2), the
steps for a biometric verification in the BIP system are illustrated in
Figure 4.3. The architecture consists of client, database (DB) server,
and authentication server (AS) and the particular transactions are
defined as follows [174]:

1. The client captures the biometric characteristics and pre-processes
the data, resulting in a probe feature vector v.

2. The client encrypts v with the public key to get the protected
probe p.

3. The encrypted probe p is sent to the DB server. In a biometric
verification scenario, the client additionally transfers an ID claim.

4. DB computes the distance d between probe p and reference(s) ci
in the encrypted domain.

5. This encrypted distance d is forwarded to the AS.
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6. AS decrypts d using the secret key and compares the result
with a decision threshold. Alternatively, AS could also sort all
computed distances in biometric identification mode.

7. The final accept/reject decision is revealed to the client.

Step 7 can also be split such that the decision is send to the DB,
which then forwards it to the client, such that AS and client do not
need to communicate directly. Due to the two-server architecture,
this system operates in the honest but curious model, implying that
parties (especially the servers) do not derive from the protocol to
compromise the subject’s privacy. In particular, DB and AS do not
collude to decrypt complete templates. Summarising the process, the
client sends it encrypted probe to the DB server, which computes
the distance between two templates in the encrypted domain. Being
unable to validate the protected distance, it is forwarded to the AS,
which utilises the secret key for decryption in order to compare it to
the decision threshold. Hence, AS receives no information about the
corresponding templates and cannot collect sensitive data. In addition,
transmission channels can be protected against external attackers by
usage of TLS.

4.3.2 Experimental Evaluation

The face images used for the experiments are a subset of the FERET
database [229] with frontal orientation towards the camera. This
dataset consists of 6,963 samples from 563 subjects in a controlled
environment. Reproducibility of the results is achieved by utilising
publicly available models for feature extraction (ArcFace [73] and
FaceNet [256]) in combination with open source crypto repositories.
The C++ implementations of CKKS and BFV are part of the freely
available Microsoft SEAL HE library11 [257] and the NTRU parameters
were adjusted in [173] and published as Python3 code12.

Furthermore, a commodity notebook (Intel Core i7 2.7 GHz CPU and
16 GB DDR4 RAM) was used to measure the transaction times within a
virtualised single-core Linux. While C++ is generally faster than native
Python, the NTRU version is executed with Pypy3

13, which speeds
up Python programs. Since the different template representations are
expected to affect the biometric performance, this is measured in terms
of biometric verification and rank-1 biometric identification scores.
The genuine verifications include all mated comparison trials, while
the impostor scores are computed between the first sample of each
subject to the first sample of all other subjects. On the other hand, a
closed set identification scenario is considered to validate the rank-1

11 https://github.com/Microsoft/SEAL

12 https://github.com/dasec/iris-he-ntru-btp

13 https://pypy.org

https://github.com/Microsoft/SEAL
https://github.com/dasec/iris-he-ntru-btp
https://pypy.org
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Figure 4.4: Verification performance of all template types in terms of FMR
and FNMR. BIP systems are identically to unprotected systems.

Rank-1 (%) float integer binary

ArcFace 99.03 98.98 99.03

FaceNet 98.50 98.42 98.36

Table 4.1: Identification performance of all template types in terms of rank-1
accuracy.

performance of all mated comparisons. As all HE schemes compute
the same distances as unprotected systems, the biometric accuracy
does not change in the BIP systems.

4.3.2.1 Biometric Performance Evaluation

The DET curves of the biometric verification scenario are plotted in
Figure 4.4. It can be observed that despite different template represen-
tations, the overall performance is preserved. In fact, the plot shows
almost no variance in terms of False Non-Match Rate (FNMR) for
application-relevant thresholds of False Match Rate (FMR)s below
2%. The only differences are for the two features extraction methods.
On the other hand, Table 4.1 reveals minor divergence for the rank-1
biometric identification rates across the three template types. Hence,
the impact of quantisation is measurable but generally negligible as
the biometric performance stays consistent in all cases.

4.3.2.2 Transaction Time and File Sizes

For all HE schemes the higher security levels result in increased
transaction times and file sizes. However, only the outcomes for 128

bits of security are discussed in the following as the relative speed-up
between the HE schemes remains the same.
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128 bits Security CKKS (float) BFV (int) NTRU (bin)

Key generation (ms) 779 (±4) 255 (±5) 362 (±84)

Encryption (ms) 6 (±2) 76 (±1) 27 (±5)

Comparison (ms) 3,391 (±10) 618 (±26) 23 (±3)

Table 4.2: Transaction times in terms of median and standard deviation.
The comparison includes distance computation, decryption, and
deriving the final decision.

128 bits Security CKKS (float) BFV (int) NTRU (bin)

Keys 99 MB 12 MB 6 KB

Template 516 KB 132 KB 5.5 KB

Table 4.3: Key and template sizes for the different HE schemes.

The timing results of relevant transactions are shown in Table 4.2.
Generating the HE keys is a one time effort during system setup and
is completed within one second for all cryptosystems. The encryption
is executed once for each reference enrolment and again for each
incoming probe in biometric verification and biometric identification
applications. CKKS needs 6 ms, BFV 76 ms, and NTRU 27 ms to
encrypt one template. The comparison consists of computing the dis-
tance between two protected templates, decrypting the result, and
deriving the final decision. One comparison procedure with encrypted
float features (3,391 ms) is five times slower than for integer templates
(618 ms), which again is outranked by 25 times on binary representa-
tions (23 ms). As the comparison is measured between two templates it
reflects the biometric verification and for biometric identifications the
captured times are multiplied with the number of enrolled references.
However, as the DB is already protected, the probe encryption affects
the biometric identification times much less than a biometric verifica-
tion. While CKKS needs significantly more time for the comparison
than both other HE schemes, its encryption is the fastest. In the case
of NTRU, each block encryption requires a new random polynomial
and these generations seem to be much more efficient in CKKS. This
is also reflected in the higher deviations within the key generation,
where multiple random polynomials are created. Additionally, the
NTRU keys might be discarded (and re-generated) if they do not com-
ply with a particular structure. Moreover, also the disk usage varies
as summarised on Table 4.3, where supporting floats requires more
storage than integers and binaries. Hence, nearly 100 MB key material
is generated for CKKS, 12 MB for BFV, and 6 KB for NTRU. Aligning
with these sizes, CKKS templates require 516 KB, BFV 132 KB, and
NTRU 5.5 KB.
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Based on the observations of single instances, an emulated DB
storage of 1,000 subjects requires around 500 MB in the CKKS scheme,
130 MB with BFV, and 6 MB with NTRU. Besides, timing a biometric
identification on 1,000 enrolled references runs about one hour with
CKKS encryption, close to twelve minutes for BFV, and 23 seconds for
NTRU.

4.3.2.3 Security Analysis

All three HE schemes achieve irreversibility with post-quantum se-
curity [19] for long term privacy protection. Moreover, a random
factor during encryption ensures unlinkable ciphertexts even for iden-
tical plaintexts. Generally, renewability is possible in the specified BIP
design by exchanging the key pair and re-encrypting the database.
Re-enrolment is not necessary as the client uses only the public key.

4.3.3 Summary

This work confirms previous observations [77, 80] on face recognition
that transforming float templates into integer and binary represen-
tations is possible without significant loss of biometric performance.
On the other hand, this is the most important step to utilise more
efficient BIP techniques. Furthermore, all three evaluated HE schemes
(CKKS, BFV, and NTRU) comply with the ISO/IEC 24745 [144] require-
ments on irreversibility, unlinkability, and renewability. Additionally, the
post-quantum security guarantees long-term privacy protection. Most
importantly, it could be shown that biometric verifications in com-
bination with BIP are executable in real time for integer and binary
face templates. On the other hand, the used off-the-shelf hardware
reaches it limitations for efficient biometric identifications. Here, only
the NTRU system remains usable to some extend with reasonable
transaction times.

4.4 efficient homomorphic encryption with workload

reduction

In order to counter the computational overhead from HE, biomet-
ric systems can additionally make use of workload reduction tech-
niques [79]. In this Section14 an early decision strategy for the com-
parison of NTRU-protected iris-codes [69] is presented to speed up
biometric verification and biometric identification scenarios.

In the context of iris recognition, Hollingsworth et al. [134] analysed
the stability of the bits across multiple samples. As particular bit areas
appear more fragile, a weighted comparison was proposed to improve
the biometric recognition accuracy. With the aim of template size re-

14 This Section is based on our publication [173].
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Figure 4.5: The ordinary iris-code is extracted from the pre-processed sample.
The proposed modifications consists of reordering, encryption,
and a block-wise comparison to accelerate the process.

duction, Gentile et al. [101] study the relevance of different parts of the
iris-code. By removing irrelevant information, the shorter templates
led to faster comparisons. Following these observations, Rathgeb et
al. [239] sorted the most relevant bits to the beginning of the iris-code.
Subsequently, an early rejection strategy was applied for block-wise
comparisons in order to speed up biometric identification. Unlikely
candidates were excluded from the following block comparisons, thus
reducing the computational complexity.

This combination of rearrangement and early decision is adjusted
in this work to improve the efficiency of biometric verification and
biometric identification in the encrypted domain.

4.4.1 Proposed Scheme

The proposed system is illustrated in Figure 4.5. After the iris-code
is extracted from the sample, the most significant areas are sorted
to the front. The following block-by-block comparison allows early
decisions based on intermediate HDs. The privacy is preserved by
encrypting the templates directly after reordering and computing
the block distances using the homomorphic properties of NTRU. An
optimal sorting of the iris-code is expected to alleviate the accuracy
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degradation of the early decision strategy. The efficiency of this en-
hanced BIP system is benchmarked against a regular comparison in
the encrypted domain. Additionally, the accuracy degradation of the
early decisions is observed. For this purpose, first an unprotected
system is used to derive particular operation thresholds for the full
system as well as block-based thresholds. All three versions support
biometric verification and biometric identification modes and start
with the original iris-code.

4.4.1.1 Feature Extraction

The freely available Iris Toolkit15[240] is used to process the samples
and extract the iris-code. In particular, two different feature extraction
algorithms are selected: Log-Gabor (LG) [202] and Quadratic Spline
Wavelet (QSW) [194]. Both algorithms split the iris sample into ten
circular rows, where the first one is closest to the pupil and the last
one the outer ring near the sclera. Each row is represented by 512 bits,
resulting in an iris-code of 5,120 bits. Finally, the probe iris-code is
shifted left and right in order to compensate slight rotations during
the capture process. By applying fixed ±8 circular bit shifts, a total
of 17 probe variations are compared to the reference and only the
minimum HD counts.

4.4.1.2 Bit Analysis and Reordering

The motivation to force early decisions is the acceleration of biometric
recognitions with HE. However, when the decision should remain
accurate while comparing only a fraction of the template, it is of inter-
est to compare the most discriminative information first. Hence, this
Section combines own experiments with relevant finding in the litera-
ture in order to find a suitable iris-code arrangement for this purpose.
When looking at the distinct rows of the iris-code, Hollingsworth et
al. [134] observed that the pupil’s dilation can affect the first rows.
Besides, finding the delimitation between iris and sclera challenges
the last rows. These findings can generally be confirmed for both
feature extractors (Figure 4.6a), whereas the pupil appears much more
troubling than the sclera. On the other hand, the middle rows indicate
a higher stability and thus are more relevant in the new order. In
addition, the next experiment looks at the correlation between rows of
the same sample. The results in Figure 4.6b reveal that adjacent rows
are closer, while distant ones have an average HD of 0.5. This means
that information from neighbouring rows is not as discriminative and
a row offset of two or more rows is recommended. In combination
with the first experiment, the first blocks should be filled with the
middle rows, the next blocks with the outer rows, and lastly the inner
ones, while trying to split adjacent information.

15 USIT – University of Salzburg Iris Toolkit: http://www.wavelab.at/sources/

http://www.wavelab.at/sources/
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(a) Average Hamming distance per row across mated comparison trials.
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(b) Correlation between different rows within the same sample.

Figure 4.6: Average Hamming distances to show stability (a) and correlation
(b) of the rows in the iris-code.

However, the stability within rows varies as well as highlighted
by Broussard et al. [38]. This is based on the fact that the eyelids are
located above and below the eye and partly occlude those areas during
some capture processes as visualised in Figure 4.7. Hence, the left
and right sectors contain more consistent bits. These findings are not
statistically analysed but simply confirmed by manually reviewing
some samples of the utilised database. All in all, the absolute priority
starts with the left and right sectors of the middle rows and finishes
with the inner rows of the top and bottom sectors. The exact ordering
is publicly available within the source code of this project16.

4.4.1.3 Unprotected Comparison

The steps for an unprotected biometric verification are depicted in
Figure 4.8.

1. The client acquires the probe feature vector v.

2. The probe v is sent to the server, for a biometric verification an
ID claim is appended as well.

3. The server computes the HD between probe v and reference rID.

4. The authentication request is either accepted or rejected.

16 https://github.com/dasec/iris-he-ntru-btp

https://github.com/dasec/iris-he-ntru-btp
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Figure 4.7: Sectors of the iris across rows. Eyelids may cover top and bottom
sectors while left and right sectors remain mostly visible.
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Figure 4.8: Verification steps for the unprotected system.

During biometric identification, the server computes the HDs from
the probe to all enrolled references and returns the ID of the most
similar candidate.

4.4.1.4 Proposed Improvement

The proposed early decision strategy requires that the iris-codes of
probe and reference are reordered prior to the comparison. In order to
prevent unnecessary computations, it is suggested to store reordered
references in the DB. In contrast to the baseline system, the server
computes the HD of one block b at a time and compares it to two
thresholds δa and δr, with δa < δr. The three possible outcomes can be
defined as:

Option =


accept, for hdb ≤ δa

reject, for hdb > δr

b = b + 1, for δa < hdb ≤ δr

 (4.5)
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Thus the biometric verification can be early accepted or rejected if the
HD is outside of the decision boundaries or the next block b + 1 is
compared for cases where no early decision is possible. In the latter
case, the thresholds δa and δr are adjusted to take the so far computed
HD into account. In case the full iris-code is compared, the baseline
threshold is applied to derive the final decision.

On the other hand, the optimised biometric identification computes
the HDs of one probe block to the same block of all references. Those
distances are then sorted and the most unlikely candidates are dis-
carded. Hence, only a specified share K of the most similar references
is considered for the next block comparison. As a consequence, the
number of future block comparisons decreases after each compared
block, which is a significant speed-up in contrast to a naive biometric
identification approach. As the efficiency gain is based on the remain-
ing share K, the DB size d, the number of blocks B, and the applied
circular shifts s, the particular number of block comparisons Z can be
calculated as follows:

Z = s ·
B−1

∑
b=0
bd · Kbc (4.6)

4.4.1.5 Protected Comparison

In contrast to the unprotected system, DB and AS are separated on
two non-colluding servers since storing the secret decryption key next
to the encrypted DB grants no protection for a leaked DB. The crucial
step to use NTRU for BIP is to split the iris-code into blocks according
to the specified maximum message length for encryption. The adjusted
biometric verification steps of the baseline BIP system are depicted in
Figure 4.9.

1. The probe feature vector v is acquired.

2. The client encrypts the plaintext probe.

3. The encrypted probe p and a potential ID claim are send to the
DB.

4. Probe p and reference c are added in the encrypted domain.

Client DB AS

2. p = Enc (v) 4. d = p + c
6. x = Dec (d)
HW(x) > δ?

1. aquire

probe v

3. p, (ID) 5. d

7. accept / reject8. accept / reject

Figure 4.9: Verification steps for the baseline BIP system.
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5. The encrypted sum d is send to AS.

6. The decryption of the sum results in the XOR of probe and
reference. The HW is then compared to a threshold δ to derive a
decision.

7./8. The decision is forwarded to the client.

While this baseline version compares full iris-codes of 5,120 bits, the
optimised system evaluates the HD after each block comparison based
on the proposed early decision strategy as illustrated in Figure 4.10.

1. The probe feature vector v is acquired.

2. The client reorders the bits of the probe iris-code and encrypts
it.

3. The encrypted probe p and a potential ID claim are send to the
DB.

4. The DB adds one block b of probe p and reference c.

5. The encrypted sum db is send to AS.

6. The decryption of the sum results in the XOR of the probe and
reference block. The HW is then compared to two threshold δa

and δr to see whether the authentication attempt can be accepted
or rejected or whether the next block b needs to be compared as
well.

7. The decision is send to the DB, who either forwards it to the
client or adds the next blocks.

8. The client receives the final decision.

The biometric identification works analogous to this as follows: the
DB computes the sums of one probe block with the same block of
all references. These sums are then processed by AS, which sorts the
resulting HDs. The specified share K decides how many references

Client DB AS

2.
v′ = Reordering (v)

p = Enc (v′) 4. db = pb + cb

6.
xb = Dec (db)
HW(xb)

>δr
≤δa

?

1. aquire

probe v

3. p, (ID) 5. db

7. acc. / rej. / b = b + 18. accept / reject

Figure 4.10: Verification steps for the optimised BIP system.
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are kept for the next block comparison. The DB receives the informa-
tion which references are most similar so far and proceeds with the
addition of the next block. This interchange continues until all blocks
are compared or only one reference is left.

4.4.2 Experimental Evaluation

The IITD iris database [182] with 2,240 samples from 224 subjects
is selected to evaluate the proposed scheme. Each eye is captured
five times and the NIR images have a resolution of 320× 240 pixels.
Since genetically related irises are as unique as unrelated ones [70],
the dataset contains 448 different classes. The decision thresholds
are derived from the samples of the first 24 subjects, the following
150 subjects are enrolled in the system, while the last 50 subjects are
considered impostors who attack the system. This separation allows
unbiased training and testing to evaluate the proposed efficiency
enhancements.

The timing was tracked on a single-core Python3 application run-
ning on an Intel Xeon(R) 3.50GHz CPU with 16 GB RAM. Each func-
tion was executed 25 times with Pypy3

17 and the median transaction
time is reported to exclude outliers. The NTRU parameters of the
Python implementation18 were adjusted to automatically perform a
modulo-2 operation during decryption, thus enabling XOR behaviour
for homomorphic additions. Finally, the full source code is published19

to make this BIP scheme available. The implementation comprises four
selectable security levels (112, 128, 196, or 256 bits) [132], which utilise
increasing block sizes for higher security levels. Hence, dissimilar
number of bits are compared within one block, less information in
lower security levels and more information in higher security levels.

4.4.2.1 Accuracy Evaluation

According to ISO/IEC 19795-1 [149], the biometric verification per-
formance is presented in FMR and FNMR based on all mated com-
parisons of the enrolled subjects and in addition on all non-mated
comparisons from the impostor set. Based on the thresholds that were
fixed with help of the training set, the accuracy degradation of the
applied early decision strategy can be measured. Additionally, the
biometric identification accuracy is analysed in a closed-set scenario
based on the rank-1 performance. The open-set scenario is not con-
sidered as HE generally maintains the baseline performance and the
focus of this work is the evaluation of acceleration possibilities in the
encrypted domain.

17 Pypy: https://pypy.org/features.html
18 NTRUEncrypt Python: https://github.com/logannc/pyNTRUEncrypt
19 NTRU Iris BIP Source Code: https://github.com/dasec/iris-he-ntru-btp

https://pypy.org/features.html
https://github.com/logannc/pyNTRUEncrypt
https://github.com/dasec/iris-he-ntru-btp
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baseline NTRU security level (bits)

system 112 128 192 256

FMR (%) 0.11 0.52 0.45 0.36 0.39

FNMR (%) 1.60 1.90 1.87 2.10 1.83

Table 4.4: FMR and FNMR for the baseline (left) and block-optimised (right)
verification scenario.

K
NTRU security level (bits)

112 128 192 256

100.00 % 98.30 98.30 98.30 98.30

50.00 % 97.93 97.95 98.08 98.08

25.00 % 97.48 97.57 97.82 97.90

12.50 % 97.25 97.33 97.55 97.58

6.25 % 97.00 97.07 97.33 97.47

Table 4.5: Varying rank-1 identification rates (%) for selected shares K that
are kept after each block comparison.

The biometric verification results for the baseline and optimised
versions are shown in Table 4.4. The decision thresholds were selected
to grant FMR = FNMR = 1% in the training set, but the results deviates
already for the baseline version. While the FMR turns out much lower
(0.11%), the FNMR with 1.6% is slightly higher. As expected, the early
decisions increase both error rates and show varying performance
for different block sizes. Generally, higher security levels allow the
comparison of more information within one block and thus are closer
to the baseline accuracy.

The influence of different K values on the rank-1 identification rate
is summarised in Table 4.5. The baseline system (K = 100%) scores
the best result with 98.3% and discarding references through early
rejection decreases the rank-1 identification rate to a minimum of
97% when keeping only the best 6.25% of references after each block
comparison in a security level of 112 bits. The other results align
between those two boundaries with better rank-1 scores for higher
K values and bigger block sizes. Hence, the biometric identification
scenario keeps a stable accuracy while benefiting from a significant
reduction of computational effort.

4.4.2.2 Computational Complexity

As defined in Eq. (4.6) for biometric identification, the particular
number of block comparisons depends on the database size d, the
number of blocks per template B, the number of circular shifts s, and
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K
NTRU security level (bits)

112 128 192 256

100.00 % 66,300 61,200 45,900 35,700

50.00 % 10,132 10,132 10,132 10,081

25.00 % 6,766 6,766 6,766 6,766

12.50 % 5,797 5,797 5,797 5,797

6.25 % 5,423 5,423 5,423 5,423

Table 4.6: Number of required block comparisons for the baseline system
and the enhanced versions with security levels of {112, 128, 192,
256} bits given factor K, d = 300, s = 17, and B = {13, 12, 9, 7}.

the specified share K of blocks that are kept for the next comparison.
Since the block sizes, and thus the total number of blocks, depend
on the NTRU security level, Table 4.6 presents the required block
comparisons for the different version. Compared to the baseline system
(K = 100%), the early rejection strategy is able to significantly reduce
the number of block comparisons and consequently accelerate the
execution. In the next step, the transaction times of the main functions
are measured and the medians from 25 runs are depicted in Table 4.7.
It generally holds that utilising higher security levels requires more
time for execution.

The Key generation takes up to one second and thus does not impact
the setup phase of the BIP system. The template encryption is split into
references and probes since the reference templates (300 in this case)
are only encrypted once during deployment and for the probe all 17

shifts are encrypted before comparison. While the one-time effort with
maximal 18 seconds is negligible, the probe encryption is required for
every authentication attempt and hence affect the biometric verification
much more than a biometric identification. Furthermore, with 0.5 to
1 second the probe encryption is far slower than a comparison in
the encrypted domain, where the baseline verification is finished
within 0.1 and 0.14 seconds. Since the transaction time of the probe
encryption needs to be added, the early decision strategy does not
really accelerate the biometric verification scenario.

On the other hand, the enhancements for biometric identification
scenarios are much more impactful. While the baseline identification
for 300 enrolled references takes between five and nine minutes based
on the security level, it can be reduced to 25 and 83 seconds, respec-
tively, when keeping only 6.25% of the most similar references after
each block comparison. Hence, an efficiency gain of 92% or 85% can
be observed for a loss of at most 1.3% rank-1 identification rate.
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system function
NTRU security level (bits)

112 128 192 256

Key generation 0.302 0.359 0.662 1.012

Reference encryption 11.900 12.881 16.142 18.201

Probe encryption 0.549 0.602 0.794 0.952

Verification

Baseline 0.091 0.109 0.120 0.138

Enhanced 0.038 0.041 0.043 0.048

Identification

K = 100.00% 303.483 334.376 449.229 545.353

K = 50.00% 46.290 55.261 98.994 154.068

K = 6.25% 24.738 29.530 52.894 82.640

Table 4.7: Median transaction times in seconds for relevant functions of the
BIP system in baseline and enhanced mode.

4.4.2.3 Security Analysis

Since the identical NTRU cryptosystem is used as in the previous work,
all three ISO/IEC 24745 [144] requirements (irreversibility, unlinkability,
and renewability) are fulfilled. Furthermore, the block-based decision
strategy does not pose an additional risk since the suggested block
sizes of the HE scheme are used for this. Hence, BIP is fully granted.

4.4.3 Summary

This work evaluated an early decision strategy to accelerate the com-
parison of homomorphically encrypted iris templates in biometric
verification and biometric identification scenarios. In order to sup-
port this, the iris-code was reordered to concentrate the most stable
information in the beginning and mitigate the accuracy degradation.
Given the different security levels, the trade-off between efficiency
and security becomes visible since lower security levels are faster in
execution. However, breaking 192 or 256 bits encryption security is
already much harder than attacking the iris-code itself. According
to Daugman [70] an iris-code code has around 250 bits of entropy
and guessing approximately 70% correct is sufficient to force a match,
which is less effort than breaking 192 or 256 bits encryption security.
Therefore, those systems provide more security than the iris-code
itself.

The loss of accuracy based on the early decision strategy is not of
importance since the biometric verification is already fast enough in
the baseline version (≈ 1 second) and the biometric identification is
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still too slow to operate in an authentication application and thus
providing a list of m candidates (rank-m) could further converge the
performance in the direction of the baseline system. Additionally, it is
possible to trade storage for efficiency. Since the probe encryption is
the most time-consuming part during biometric verification, the ±8
circular shifts can be applied to the references (which requires more
storage) in order to accelerate the probe encryption by a factor of 17.

4.5 post-quantum-secure two party computation for bip

In contrast to previous STPC approaches with classical encryption [284],
this work20 presents the first application of post-quantum STPC in
the area of BIP. Based on the recently published implementation of
post-quantum STPC [41], iris-codes are stored and compared in the
encrypted domain. The system’s efficiency is then benchmarked to a
classical STPC protocol based on [290] and the post-quantum secure
NTRU HE implementation [173] described in Section 4.4. As for the
previous BIP contributions, all utilised software is freely available to
grant full reproducibility of the results.

4.5.1 Proposed Scheme

The proposed scheme is aligned to the NTRU-based iris BIP system in
order to grant full comparability. Analogously, the same iris-codes [69]
are used which were extracted with the LG algorithm [202] from the
freely available Iris Toolkit [240]. The resulting 5,120 bits iris-codes
are then secret shared across two servers, which are able to compute
the distance in the encrypted domain following the specified STPC
protocol. While references are kept like this, ±8 circular shifts are
applied to the probes in order to compensate a possible tilted head
during the capture process. Thus a total of 17 probe templates are
later compared to the enrolled reference. Figure 4.11 illustrates the
corresponding processing steps of the BIP system. In contrast to the
HE BIP system (Section 4.4), always the full iris-code is used for
comparison.

4.5.1.1 Secret Sharing

Based on the security assumption that both servers do not collude,
secret sharing guarantees BIP according to ISO/IEC IS 24745 [144],
since it is impossible to retrieve the original template without access to
all shares. The secret sharing of the enrolment is shown in Figure 4.12.

20 This Section is based on our publication [16].
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Figure 4.11: STPC system overview building upon the basic feature extraction
steps. Template protection is granted through secret sharing and
privacy-preserving comparisons are done using STPC.

1. Given the reference template tr, the client generates a random
5,120 bit string 〈tr〉1 in order to compute the second share as:

〈tr〉2 = tr ⊕ 〈tr〉1 (4.7)

2. The shares 〈tr〉1 and 〈tr〉2 are send to the servers.

In fact, using a random value with the bit-wise Boolean XOR resembles
the cryptographic one-time pad [17] at first sight. However, since the
references are not exchanged after each comparison, the random value
remains the same and is used multiple times throughout its life span.
After all, this does not effect the security in the given setup as long as
both server do not exchange their shares. Even a malicious server is
unable to retrieve any information about the original template from
its own share. Hence, post-quantum security is achieved due to the
information-theoretic-secure secret sharing model.

4.5.1.2 Unprotected Comparison

Given the secret sharing for template splitting, first the unprotected
biometric verification process is described. Based on the probe iris-
code tp, the client creates its secret shares using a fresh random 〈tp〉1
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Figure 4.12: Secret sharing of the enrolment process.
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Figure 4.13: Unprotected comparison steps based on secret shared templates.

for each of the 17 circular shifted probe templates. In accordance to the
enrolment, the corresponding second share 〈tp〉2 is computed from
the XOR of original template and random value:

〈tp〉2 = tp ⊕ 〈tp〉1 (4.8)

A biometric verification scenario for the example of one probe template
is illustrated in Figure 4.13. In a real application, all 17 shifts are
compared to the reference and the lowest HD decides whether the
authentication attempt is accepted or rejected.

1. The client computes the secret shares 〈tp〉2 and 〈tp〉1 from the
original probe template.

2. The shares are distributed to the servers with the ID claim.

3. One server forwards its corresponding shares of probe and
reference to the other party.
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4. This party now holds all shares in order to compute the distance.
First, the server XORs all shares, which resembles the XOR of
the original probe and reference.

5. Then, the HW of the result can be compared to the decision
threshold δ.

6. The decision is send to the client.

However, during the distance computation (step 4) the original probe
as well as the original reference template can be reconstructed from
the server holding all shares:

tID
r = 〈tr〉ID

1 ⊕ 〈tr〉ID
2 tp = 〈tp〉1 ⊕ 〈tp〉2 (4.9)

This is the point where STPC protocols help to compute the distance
without revealing the own input to the other party.

4.5.1.3 Protected Comparison

The proposed scheme applies STPC on top of the secret sharing to
guarantee secure storage and comparison for biometric templates. In
this context, a baseline version with classical cryptographic security is
implemented based on the EMP-Toolkit [290]. Additionally, the PQ-
MPC implementation [41] is used to grant long-term post-quantum
security. Following Yao’s GCs protocol [296], the two servers are able
to compute the HD between probe and reference in the encrypted
domain. Hence, disclosing information to the other party can be
prevented by utilising STPC.

The structure of classical and post-quantum STPC systems is identi-
cal since both versions operate on top of the secret shared database.
Since the secret sharing is already post-quantum secure, this has the
advantage that the classical STPC protocol can simply be exchanged by
its post-quantum successor. This is especially interesting for transition
periods since the EMP processing is less complex and thus faster. In
contrast to permanent storages, live biometric verification processing
is not yet endangered by future quantum computers [88]. However,
attackers might still record the network traffic in order to break classi-
cal encryption in the future. Hence, from the security perspective, it is
recommended to already use post-quantum cryptography wherever
possible. As depicted in Figure 4.14, the verification steps are modified
to achieve a privacy-preserving comparison of the template shares.

1. The client computes the secret shares 〈tp〉2 and 〈tp〉1 from the
original probe template.

2. The shares are distributed to the servers with the ID claim.

3. Each server computes the XOR of its probe and corresponding
reference shares.
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Figure 4.14: Protected comparison steps based on secret shared templates.

4. Those results serve then as input to the STPC protocol, which
computes the HD of x1 and x2 in the encrypted domain.

5. The HD is send to one server.

6. This server compares the distance to the decision threshold δ.

7. The final decision is disclosed to the client.

Additionally, it is also possible to perform the threshold compari-
son within the STPC protocol, which requires slight computational
overhead.

4.5.2 Experimental Evaluation

The same IITD Iris Database [182] is used for the experiments as in
the NTRU HE scheme (Section 4.4.2). The BIP system is implemented
in C++ in order to use the freely available toolkits EMP [290] and
PQ-MPC [41] for the STPC. Finally, measuring transaction times is
done on a commodity notebook with 16 GB DDR4 RAM and an Intel
Core 2.7 GHz CPU.

In order to compute the FMR and FNMR for biometric verification
scenarios, all possible mated comparisons are calculated and addition-
ally the first sample of each iris is compared to the first sample of
all other instances. The resulting DET plot in Figure 4.15 proves that
the biometric performance is not affected by the implemented STPC
system since all versions work on the full iris-code.

4.5.2.1 Transaction Time

The focus of this work is the runtime benchmark of the classical EMP
Toolkit [290], the PQ-MPC library [41], and the post-quantum secure
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Figure 4.15: Using STPC, the verification performance of unprotected and
protected systems are identical.

NTRU HE implementation [173]. Additionally, the three systems are
evaluated using the same security level of 128 bits. For STPC based on
GCs, this security parameter specifies the length of its internal labels.
While classical 128-bit security is achieved for EMP, the post-quantum
protocol requires a security parameter of 256 bits due to Grover’s
quantum algorithm [28]. The NTRU cryptosystem supports multiple
security levels based on the selected system parameters [132].

The different system functions were executed 25 times and the
median transaction times are presented in Table 4.8. The one-time
efforts secret sharing and reference encryption are measured under
the common name of database setup. As secret sharing is used for both
STPC implementations, they require the same time for references and
probe. In accordance to the NTRU BIP system, the probe pre-processing
operates on all 17 circular shifts. Next, the connection setup, which
initialises the STPC, is nearly ten times faster for the EMP version and
also significantly slower than the actual comparison. Combining these
results reveals that one biometric verification takes about 44 ms in
EMP, half a second in PQ-MPC, and one second with NTRU. Since pre-
processing and connection setup are executed only once for a biometric
identification, this process requires 97 ms for EMP, nearly 20 seconds
for PQ-MPC, and around 5.5 minutes with NTRU for a database with
300 enrolled references.

Focussing on the post-quantum secure implementations, the STPC
version is twice as efficient as the real time biometric verification
of NTRU HE. Furthermore, a biometric identification requires only
6% of the time when comparing the full iris-code of 5,120 bits, thus
STPC becomes interesting for those scenarios as well. The even faster
transaction times of EMP can be an attractive alternative during the
transition into the quantum age.
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System function EMP PQ-MPC NTRU (128)

Database setup 2731.48 13240.0

Probe pre-processing 38.97 602.0

Connection setup 4.71 400.56 –

Comparison 0.18 63.38 109.0

Verification 43.86 502.90 711.0

Identification (300 tmpl.) 97.38 19,452.33 334,376.0

Table 4.8: Median transaction times in milliseconds for the classically and
post-quantum protected system, compared to NTRU HE scheme.

4.5.2.2 Security Analysis

The evaluated STPC systems are fully compliant to the ISO/IEC IS
24745 [144] requirements, in the case of PQ-MPC even against adver-
saries with access to quantum computers. The secret sharing guaran-
tees irreversibility based on information-theoretic security using XOR
and random values. Furthermore, the comparison in the encrypted
domain through STPC prevents reconstructing the templates outside
the secure storage. On the other hand, a fresh random factor during
the secret sharing grants unlinkability of template stemming from the
same instance. Renewability works in the same way by simply using
a new random value for secret sharing. Consequently, the proposed
system fulfils all BIP specifications in a post-quantum secure manner.

4.5.3 Summary

This work investigated BIP for iris-codes based on STPC and bench-
marked the efficiency with the previously introduced NTRU HE sys-
tem. The results show that while keeping the same post-quantum
security level, the STPC approach requires only 50% of the execution
time for biometric verifications and astonishing 6% for the same bio-
metric identification. Since the classical STPC version builds upon
the same post-quantum secure secret sharing, a fast alternative is
available for live comparisons during the transition phase and can be
seamlessly exchanged with its post-quantum secure successor. Finally,
the concept of STPC is applicable for other biometric modalities as
well. Furthermore in contrast to most HE schemes, STPC is also able
perform the threshold comparison in the encrypted domain, which
requires a slight overhead compared to the distance computation.
Due to the usage of publicly available dataset and STPC libraries, the
results are fully reproducible.
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4.6 bip summary

All in all, it can be concluded that BIP for biometric verification
applications is executable in real time. Even the usage of post-quantum
secure cryptography [19] for long term privacy protection does not
create impractical computational overhead. On the other hand, specific
workload reduction techniques [79] can be combined with BIP in order
to accelerate biometric identification scenarios, but there is still room
for improvement. However, in both cases it is possible to preserve
the privacy in a way that leaked templates pose no risk to the subject
nor the system. Due to the estimation of quantum computers being
available in the near future [88], it is recommend to consider post-
quantum secure BIP starting today.

Generally, the BIP methods based on HE and STPC are independent
of the biometric modality. In this context, additional contributions are
made in the area of voice biometrics. The approach in [212] utilises
the Paillier HE scheme [224] in order to protect the voice templates as
well as the vendor models that are required for speaker recognition.
However, due to the limitations of this scheme, the distance computa-
tion is done at client side, which allows a malicious client to attack the
process and get authenticated without being enrolled in the system.
This issue is then fixed in [284] by replacing HE with STPC using the
ABY framework [71]. Hence, this BIP approach preserves the same
privacy level, while securing the system against malicious clients, and
additionally comes with an enormous speed-up compared to the pre-
vious HE version. Conclusively, [213] provides an extensive overview
of BIP for voice data. Starting with legislation and standardisation
efforts, speaker recognition and cryptographic methods for BIP are
explained, to finally present a technology survey of state-of-the-art
privacy solutions for speech and speaker recognition.



5
C O N C L U S I O N S A N D F U T U R E W O R K

This Thesis investigated methods for security enhancement and pri-
vacy protection for biometric systems in the context of fingerprint
PAD and post-quantum secure BIP. In this Chapter, the own contri-
butions are summarised, the research questions are answered, and
finally topics for future work are discussed.

In the area of fingerprint PAD, a data collection with a new camera-
based capture device was done in order to develop fingerprint PAD
algorithms based on finger vein images, four selected SWIR wave-
lengths, and a laser sequence. The experimental evaluation showed
that vein-based PAD methods are strong against full fake fingers,
but cannot detect thin overlays that do not block the bona fide vein
pattern behind. On the other hand, the LSCI technique reveals blood
movement within the tissues beneath the skin. Hence, this liveness
indicator is suited for PAD as long as the PAI is thick enough that
the laser cannot penetrate it. In addition, the SWIR PAD methods
operate on four frames of different wavelengths and thus show the
best robustness. While all bona fide skin types reflect this illumina-
tion in a similar way, also orange playdoh is nearly indistinguishable.
Therefore, multiple fusion schemes were evaluated to enhance the
PAD performance based on complementary information channels.

Given the promising results especially for LSCI and SWIR algo-
rithms, the capture device was updated to acquire higher resolution
images in the SWIR spectrum. Based on a more extensive data col-
lection, the PAD development focussed on deep learning approaches
for laser and SWIR data. In this context, different CNN architectures
were benchmarked and additional LSTM as well as LRCN methods
used to process the temporal information. Finally, the best-performing
PAD algorithms were further analysed regarding their generalisation
capabilities for unknown attacks and directly set side by side with the
developed one-class autoencoders. Overall, the results indicate that
particular PAD algorithms perform well on the baseline partition that
includes all captured PAI species, while a fusion of complementary
data generalises better towards unknown scenarios.

In the area of BIP, the evaluated approaches enable biometric ver-
ifications in real time, while providing post-quantum security. On
the other hand, the biometric identification can gain efficiency when
combined with suited workload reduction techniques. However, it is
important to maintain the cryptographic security while doing so. Gen-
erally, the proposed HE and STPC schemes are applicable independent
of the biometric modality and fully preserve the biometric accuracy of
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unprotected systems. Due to the possibility of attacking biometric sys-
tems now and break the protection mechanisms with future quantum
computers, this Thesis suggests to implement post-quantum secure
BIP wherever possible.

All in all, both areas of PAD and BIP are vital for biometric systems.
Without security mechanisms, the bound between data subject and
corresponding identity can be compromised. On the other hand, the
trust in the system, and thus the will to use it, can only be achieved
by privacy-preserving handling of the personal sensitive data. Based
on these findings, the research questions can be answered.

5.1 rq1 : fingerprint capture device

Which type of data needs to be captured for reliable fingerprint
presentation attack detection?

Due to the wide variety of (known) PAI species, it is impossible to
name specific data types in order to answer this question. Generally it
holds that the captured data needs to unite bona fide presentations to
separate this class from attack presentations. Otherwise it is impossible
to operate a convenient system and the new capture device is unsuited
to replace legacy devices. On the other hand, the design of the capture
device is to be taken into account as well. While e. g. capacitive sensors
accept only conductive PAI species, camera-based devices are generally
able to capture every visible material. In the context of this Thesis it
was shown that it is beneficial to capture complementary information
in order to enhance the PAD performance compared to a single data
type. Hence, the challenge is to find different sensors that acquire a
homogeneous bona fide group, which remains distinguishable from as
many PAI species as possible. With the focus on the tested hardware-
based approaches, the following sub-questions are taken into account
as well.

What type of sensors are included in the capture device?

The camera-based capture device (Section 3.1.1 and Section 3.2.1)
combines two cameras with multiple distinct illuminations:

• Basler acA1300-60gm (400 nm - 1000 nm): sensitive for visible
and NIR spectra

• Hamamatsu InGaAs / Xenics Bobcat 320 (1200 nm - 1700 nm):
sensitive for the SWIR spectrum

• Visible (white) light to capture the fingerprint

• NIR (940 nm) back-illumination to capture the finger veins

• SWIR LEDs in 1200 nm, 1300 nm, 1450 nm, and 1550 nm for
PAD
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• 1310 nm laser illumination for temporal blood movement (PAD)

Does the captured data require particular pre-processing?

For the camera-based capture device, it is mandatory to extract the RoI
from the image to focus on the finger data and ignore the periphery
of the sample, which might be influenced by construction elements of
the capture device. Furthermore, pre-processing is required in order
to combine the information from multiple frames. Given the four
captured SWIR wavelengths, it is possible to process them one by one
or to link the information (e. g., spectral signature, 3D conversion). On
the other hand, the captured laser sequence comprises only subtle
changes within its single frames but can be processed in a way to
reveal the blood movement over time. Finally, specific pre-processing
is needed to extract the finger vein pattern from a finger vein photo.
Hence, the data could be used without pre-processing but in order to
obtain meaningful results, particular methods extract more relevant
information.

Is this system still compatible with legacy fingerprint sensors?

Within this Thesis it was shown that legacy compatibility is generally
possible based on the captured fingerphotos. As depicted in Figure 3.2,
a commercial software (Neurotechnology Verifinger SDK) is able to
extract the fingerprint and locate the minutiae points, which could then
be successfully matched with a sample captured by an optical device.
No further pre-processing was done for this test except for cropping
the full capture to only include the upper phalanx. Additionally, the
image had to be flipped (left to right) in order to be compliant to other
touch-based capture devices with e. g. capacitive or optical sensors.
However, a large scale experiment on compatibility is not part of this
Thesis since the focus is on fingerprint PAD based on data acquired
with different sensors. Furthermore, the setup is similar to other
studies, which reported promising results for legacy compatibility
of fingerphotos to touch-based fingerprints [187]. Additionally, the
utilised capture devices provide a controlled environment with steady
illumination and a fixed finger slot, which averts most challenges of
collecting touchless fingerprints.

After answering the sub-questions, a response to research question
RQ1 can be summarised as follows:

The combination of SWIR and laser data allows the development of reliable
fingerprint PAD methods. While bona fide presentations generally appear
very similar, a large set of attack presentations can be successfully detected,
which enables convenient and secure biometric systems.
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5.2 rq2 : presentation attack detection classifiers

Which machine learning classifiers aid the detection of attack
presentations while keeping the false alarm rate low?

Similar to research question RQ1, the answer to this question is not
universally valid for all fingerprint PAD approaches. Within this The-
sis, a series of handcrafted classifiers (e. g., SVM) were evaluated.
While those are definitely useful in terms of efficient training and can
be trained to maintain a convenient BPCER (given suited features),
their weakness lies on subtle differences between bona fide presenta-
tions and attack presentations. However, since those similarities are
based on the particular utilised sensing technique, the same classifier
might perform much better on different input data. On the other
hand, one-class classifiers have the advantage that all PAI species are
considered unknown attacks and thus the classifiers are expected to
be more robust to future attack presentations, without the need to
re-train the model. However, since these classifiers are trained on bona
fide data only, PAI species that appear similar to bona fide presen-
tations are most likely not detected. Hence, the performance highly
depends on the captured data type and the specific PAI species. Gen-
erally, one-class PAD algorithms are always worth exploring as they
can never be biased towards particular PAI species. Finally, based on
the camera-based capture device, CNN-based PAD algorithms (CNN,
LSTM, LRCN) perform well, whereas there are significant differences
due to the CNN architectures. However, as they are designed to work
on images, they are especially suited to process the different photos of
the utilised capture device. All in all, different data requires different
processing and classification techniques.

Does the combination of classifier and PAD data require further
pre-processing of the data?

Again this depends on the combination of data and classifier. The
architecture of deep learning networks can be modified to directly
process the specific input data. The 4D CNN is able to deal with all
four SWIR wavelengths simultaneously and the LRCN can handle a
full image sequence to connect temporal relations. On the other hand,
handcrafted classifiers require a fixed 1-dimensional input vector and
thus need further pre-processing in the case of a camera-based capture
device. With the usage of different sensors (i. e., measuring single
values on specific points) the pre-processing step is not necessarily
required.

In the context of this specific camera-based capture device, especially CNNs
are a powerful tool to process and classify the captured photos. The advan-
tage of using deep learning techniques for fingerprint PAD is the ability to
learn subtle differences between bona fide presentations and particular attack
presentations.
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5.3 rq3 : efficient biometric information protection

Which concepts are suited for the protection of biometric sys-
tems while allowing real time efficiency?

The evaluated BIP systems in this Thesis have shown that current
post-quantum secure cryptography is fast enough to perform real
time biometric verifications on commodity hardware. Additionally,
the proposed methods are based on HE and STPC and thus generally
independent of the biometric modality. However, the utilised crypto-
graphic methods come with particular strengths such as processing
float, integer, or binary inputs and hence are suited for different appli-
cations. On the other hand, biometric identifications are more complex
and require significantly more time. In this context, workload reduc-
tion techniques [79] can be exploited to accelerate the process while
maintaining BIP.

All in all, long term privacy protection is possible using post-quantum se-
cure cryptography. While biometric verifications in the encrypted domain
achieve real time efficiency, further research is required to accelerate biomet-
ric identifications based on protected data.

5.4 future work

Based on the contributions within this Thesis, future research lines
arise. Given the two research areas of fingerprint PAD and BIP, the
most relevant ones are summarised in this Section.

Presentation Attack Detection

• The most interesting part would be to have large publicly available
datasets for unified PAD benchmarks. The LivDet team1 organises
biannual competitions and releases data collections, but they fo-
cus on software-based PAD methods and few specific PAI species
with high relevance for the selected capture devices. However,
it remains very challenging to benchmark different hardware-
based PAD approaches, which could be solved by corporate
data collection events. For example, the LivDet data collections
could be extended in a way that academia and industry can
bring their own capture devices. As a result, the same data (bona
fide presentations and attack presentations) are captured with
multiple devices, thus establishing a fair benchmark criterion.
Additionally, these collected data could be published in accor-
dance with GDPR. This would allow further competition and
result in an overall better PAD performance as can be observed
for software-based PAD methods since the start of the LivDet
competitions.

1 https://livdet.diee.unica.it/ (previous competitions: https://livdet.org)

https://livdet.diee.unica.it/
https://livdet.org
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• Especially for fingerprint PAD, once-class PAD algorithms are of
special interest due to the wide variety of known and unknown
PAI species. In this context, further research could build upon the
proposed methods or contribute completely different approaches
in order to improve the detection accuracy. In the case of the
proposed convolutional autoencoder, another loss function could
aid to detect additional/other attack presentations.

• Finally, a more general remark; the fingerprint PAD evaluations
in this Thesis highlight among others that some methods achieve
remarkable results for a particular scenario but do not generalise
well for unknown attacks. Hence, all future works definitely
should investigate the generalisation capabilities towards un-
known scenarios such as unknown attacks, cross database, and
if possible cross capture device.

Biometric Information Protection

• With biometric verification scenarios achieving real time effi-
ciency in the proposed BIP systems, the next step is to focus on
efficient solutions for biometric identification in the encrypted domain.
In this context, different cryptographic methods might come
with less computational overhead. Additionally, further work-
load reduction methods can be exploited in combination with
BIP. An interesting approach could be to reduce the template
size (while maintaining the biometric accuracy) and batch multi-
ple templates into one ciphertext in order to reduce the number
of comparisons similar to [85].

• Another focus should be the evaluation of the proposed BIP
methods given malicious servers, which might deviate from the
protocol to obtain further information. However, when adjust-
ing the specific solutions, the provided post-quantum security
should not be affected. Due to the expected computational over-
head, also the real time efficiency needs to be re-evaluated.
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A P P E N D I X

The appendix mainly includes further Figures, which are additionally
summarised in Table a.1.

Figure Description

a.1 Example materials and fingerprint PAIs

a.2 Fingerprint capture device (version 1)

a.3 Spectral remission intensities of skin and PAI materials

a.4 Fingerprint capture device (version 2)

Table a.1: Listing of figures in the appendix.
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(a) A set of PAI materials.

(b) Some fingerprint PAIs.

Figure a.1: Example materials (a) to fabricate fingerprint PAIs (b).
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(a) Lower compartment of the capture device.

(b) Field of view (FOV) and light paths.

Figure a.2: Fingerprint capture device (version 1) as illustrated and described
in [137]. (a) Top and side view of the lower compartment of the
capture device: (1) InGaAs area image sensor housed inside a
detector head; (2) lens flipper holding a 25 mm SWIR (2A) and
an LSCI (2B) lens; (3) laser module at 1310 nm mounted on beam
collimator; (4) Fast Steering Mirror (FSM); (5) visible and NIR
camera; (6) illumination board with LEDs controlled by FT232H
and PCA9685; (7) mirror for laser; (8) controller board (for laser,
FSM and lens flipper control). (b) Full capture device, with the
cover removed, depicting the finger slot (9) and the light paths
for multi-spectral light (blue) and laser light (red), as well as the
FOV for SWIR and LSCI data.
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Figure a.3: Spectral remission intensities of skin and different PAI materials
as illustrated in [271]. The SWIR spectrum is in the range of
1200 nm to 1700 nm, which is the area where different skin types
align.

Figure a.4: Fingerprint capture device (version 2) as illustrated in [268]. The
InGaAs camera was replaced and only one lens is used now.
Hence, the lens flipper and mirror could also be removed. Addi-
tional technicals details are included in [267].
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APCER Attack Presentation Classification Error Rate. “pro-
portion of attack presentations using the same PAI
species incorrectly classified as bona fide presen-
tations in a specific scenario” [147]. xvii, 8, 35, 38,
40–46, 77, 82, 133, 134

APCER0.2 APCER at a fixed operation point BPCER = 0.2%,
i. e. 1/500 bona fide presentations is misclassified
(convenient system). 8, 63, 68, 70, 72–74, 77, 78,
80–82, 84, 86, 88, 90

attack presentation “presentation to the biometric data capture subsys-
tem with the goal of interfering with the operation
of the biometric system” [147]. An attack presenta-
tion to the capture device to either conceal the own
identity or impersonate someone else. 4, 5, 7, 8, 11,
14, 15, 19, 26, 29, 30, 33–35, 38–40, 42, 45–48, 50, 56,
59–61, 63, 65, 73, 75, 77, 82, 86, 88, 90, 124–128, 133

biometric identification “process of searching against a biometric enrol-
ment database to find and return the biometric
reference identifier(s) attributable to a single indi-
vidual” [146]. 1, 2, 16, 18, 99, 101–105, 108, 109,
111–115, 120–123, 127, 128

biometric verification “process of confirming a biometric claim through
biometric comparison” [146]. 1, 2, 16, 100–105, 107,
109, 111–123, 127, 128

bona fide presentation “interaction of the biometric capture subject and the
biometric data capture subsystem in the fashion in-
tended by the policy of the biometric system” [147].
A normal or genuine presentation. 4, 5, 7, 8, 11, 12,
14, 15, 26, 29, 33–35, 38–40, 45, 47–50, 56, 58–63, 65,
77, 82, 90, 91, 124–127, 133

BPCER Bona fide Presentation Classification Error Rate.
“proportion of bona fide presentations incorrectly
classified as attack presentations in a specific sce-
nario” [147]. xvii, 8, 35, 36, 38–47, 71, 91, 126, 133,
134

BPCER0.2 BPCER at a fixed operation point APCER = 0.2%,
i. e. 1/500 attack presentations is misclassified (high
security scenario). 8, 80
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D-EER Detection Equal Error Rate. PAD operation point
where APCER = BPCER. xviii, 8, 43, 45, 46, 78, 80

enrolment “act of creating and storing a biometric enrolment
data record in accordance with an enrolment pol-
icy” [146]. 1, 97, 103, 115, 117

FMR False Match Rate. “proportion of zero-effort impos-
tor attempt samples falsely declared to match the
compared non-self template” [149]. xviii, 111, 112,
119

FNMR False Non-Match Rate. “proportion of genuine at-
tempt samples falsely declared not to match the
template of the same characteristic from the same
user supplying the sample” [149]. xviii, 111, 112,
119

LSCI image single image resulting from the LSCI pre-
processing of the 1,000 frames laser speckle se-
quence as descriped in Section 3.1.2.1. 23, 34, 35,
49

PAD Presentation Attack Detection.“automated determi-
nation of a presentation attack” [145]. xix, 4–9, 11,
12, 14, 15, 19, 21–24, 26, 27, 29–31, 33–36, 38–43, 46–
51, 54, 56, 58–63, 65–68, 70, 72–75, 77–82, 84, 86–88,
90, 91, 123–128, 134

PAI Presentation Attack Instrument. “biometric charac-
teristic or object used in a presentation attack” [145].
For instance, a printed face photo, a contact lens,
or a silicone fingerprint overlay. xix, 7, 14, 19–21,
29–31, 38, 45, 47, 48, 65, 66, 71, 73, 77, 81, 82, 86–88,
90, 123

PAI species “class of presentation attack instruments created
using a common production method and based on
different biometric characteristics” [147]. 8, 9, 11,
12, 14, 15, 19, 21, 26, 30, 31, 34, 35, 38, 42, 46, 47, 61,
63, 65, 66, 73, 74, 77, 86, 87, 90, 123, 124, 126–128,
133
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probe “biometric sample or biometric feature set input
to an algorithm for use as the subject of biometric
comparison to a biometric reference(s)” [146]. 1, 2,
17, 97, 98, 100, 101, 103, 105, 107–111, 113, 115–118,
120

reference “one or more stored biometric samples, biomet-
ric templates or biometric models attributed to a
biometric data subject and used as the object for
biometric comparison” [146]. 1, 2, 17–19, 97, 98, 100,
103–105, 107–113, 115–118, 120
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