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Summary

The outer ear is an emerging biometric trait that has drawn the attention of the research
community for more than a decade. The unique structure of the auricle is long known
among forensic scientists and has been used for the identification of suspects in many cases.
The next logical step towards a broader application of ear biometrics is to create automatic
ear recognition systems.

This work focuses on the usage of texture (2D) and depth (3D) data for improving the
performance of ear recognition. We compare ear recognition systems using either texture
or depth data with respect to segmentation and recognition accuracy, but also in the context
of robustness to pose variations, signal degradation and throughput. We propose a novel
segmentation method for ears where texture and surface information are fused in the fea-
ture space. We also provide a reliable method for geometric normalization of ear images
and present a comparative study of different texture description method and the impact of
their parametrization and the capture settings of a dataset. In this context, we propose a
fusion scheme, were fixed length spectral histograms are created from texture and surface
information.

The proposed ear recognition system is integrated into a demonstrator system as a part
of a novel identification system for forensics. The system is benchmarked against a chal-
lenging dataset that comprises of 3D head models, mugshots and CCTV videos from four
different perspectives. As a result of this work, we outline limitations of current ear recog-
nition systems and provide possible direction for future applied research.

Having a complete ear recognition system with optimized parameters, we measure im-
pact of image quality on the accuracy during ear segmentation and ear recognition. These
experiments focus on noise, blur and compression artefacts and are hence only conducted
on 2D data. We show that blur has a smaller impact on the system performance than noise.
In scenarios where we work with compressed images, we show that the performance can
be improved by optimizing the size of local image patches for feature extraction and the
size of the compression artefacts.

This thesis is concluded by work on automatic classification of ears for the purpose of
narrowing the search space in large datasets. We show that classification of ears using tex-
ture descriptors is possible. Furthermore, we show that the class label is influenced by the
skin tone, but also by the capture settings of the dataset. In further work, we propose a
method for the extraction of binary feature vectors of texture descriptors and their applica-
tion in a 2-stage search system. We show that our 2-stage system improves the recognition
performance, because it removes images from the search space that would otherwise have
caused recognition errors in the second stage.
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Chapter 1

Biometric Ear Recognition

1.1 Introduction

Being originally used for forensic identification, biometric systems evolved from a tool
for criminal investigation into a number of commercial applications. Traditional means
of automatic recognition such as passwords or ID cards can be stolen, faked or forgot-
ten. Contrary to this, a biometric characteristic should be universal, unique, permanent,
measurable, high-performing, acceptable for users and it should be as hard as possible to
circumvent the biometric authentication system. Today we find fingerprint recognition sys-
tem in cellphones, laptops and front doors. With the increased dissemination of biometric
systems, the recognition performance in the field of forensics has also improved during the
last years.

Biometric systems have helped to identify the two suspects of the Boston Bombings
in 2013 [103] and also for identifying a suspect for a series of robberies in gas stations in
the Netherlands [79]. In the latter case, ear recognition played an important role for the
identification of the suspect.

The outer ear as a biometric characteristic has long been recognized as a valuable means
for personal identification by criminal investigators. The French criminologist Alphonse
Bertillon was the first to investigate the potential for human identification of ears more
than one century ago in 1890 [26]. In 1893 Conan Doyle has published an article in which
he describes particularities of ears from selected famous people and argues that the outer
ear, just like the face, reflects properties of a person’s character [53]. In his studies about
personal recognition using the outer ear in 1906, Richard Imhofer only needed four dif-
ferent characteristics to distinguish 500 different ears [83]. Later on in 1964 the American
police officer Alfred Iannarelli collected more than 10 000 ear images and determined 12
characteristics to identify a subject [81]. Iannarelli also conducted studies on twins and
triplets, where he discovered that ears are even unique among genetically identical sub-
jects. Scientific studies confirm lannareli’s assumption, that the shape of the outer ear is
unique [124], and it is also assumed to be stable throughout a human life time [125].

In numerous research papers from the last decade, it could be shown that the biometric
recognition performance achievable with automated ear recognition systems is competitive
to face recognition systems [6]. Lei et al. have also shown that the outer ear can be used for
gender classification [110].

In many criminal cases there is no further evidence than a CCTV video where we see
the perpetrator committing a crime. Such footage can only be used as evidence in court,
if the perpetrator’s identity can be determined from the CCTV footage without a doubt.
Criminal investigators usually try to combine information coming from witnesses or the
victim with cues from the CCTV footage. Biometric identification is a helpful tool for this
task, however the uncontrolled conditions in CCTV videos remain a difficult setting for
every automated identification system. For this purpose, national police offices maintain a
database of criminals with mugshots that serve as the biometric reference during an auto-
matic search. Typical difficulties for automatic identification in this particular use case are
for example pose variations, sparsely lit scenes, image compression, blur and noise.

If there is no further information available but the CCTV footage, the German criminal
police (Bundeskriminalamt or short BKA) tries to identify suspects with the help of an au-
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1. BIOMETRIC EAR RECOGNITION

Figure 1.1: CCTV footage of a man who stole money from several ATMs in the Rhein-Main
area. The right image is a close up of the video frame on the left. This image was taken
in a bank in Frankfurt. Note that face identification is impossible, because the subject in
wearing a baseball cap. (image source: BKA. The case was closed in August 2014, but the
video is still available at [34]

tomatic face recognition system, called GES (An abbreviation of “Gesichtserkennungssys-
tem”, which is German for face recognition system). The reference images for GES are
collected by criminal police officers during crime investigation processes and are stored in
a central database that is maintained in the premises of Bundeskriminalamt (BKA) in Wies-
baden. A set of reference images consists of a series of mugshots that contains at least one
frontal portrait image, a half profile and a full profile image (from the right side). Newly
collected datasets follow a new standard, where left and right half profile, as well as left
and right full profile images are acquired [175].

In order to protect CCTV equipment from vandalism, cameras are often installed in cor-
ners or underneath the ceiling. Figure 1.1 shows an example of such video footage from
a real case, where we see a man leaving a bank after he robbed an ATM. CCTV cameras
are usually arranged to deliver face images. Perpetrators, who are aware of the presence
of a CCTV camera will avoid to directly look into the camera and some times wear hats
in order to cover their faces. This means that investigators frequently have to work with
half profile or profile views where the face can be partly or fully occluded. In such scenar-
ios, ear recognition can be a valuable amendment to existing face recognition systems for
identifying the subject.

As long as the video contains a single frame, where the subject’s face is clearly visible
from one of the angles that match with one of the reference mugshots, automatic identifi-
cation has a chance to succeed. In practice, however, clear images from a defined pose are
rarely the case. Typical countermeasures against being identified are baseball caps, hats
or scarves. Additionally, the resolution of surveillance cameras in relation to the moni-
tored region can be small and we may encounter additional signal degradations, such as
interlacing and blur.

In a small study, which was conducted at Darmstadt central station between September
2013 and June 2013, we tried to estimate the average probability that the outer ear is visible
in public. The observation took place in the entrance hall of the train station where people
walk through a door. At different times during the day, we counted the number of visible
and occluded ears. We also made notes about the type of occlusion and the weather outside.
We observed that the ear was fully visible in 46% of the cases (5431 observations in total).
At the same time, the probability of occlusion is highly dependent on the gender. Whereas
the ears of women were only fully visible in 26.03% of the cases, the ears of men were fully
visible in 69.68% of the cases. More details about this study can be found in Appendix
A. With forensic identification of suspects in mind, this result is still encouraging because
74.3% of the suspects in Germany in 2013 were male [136].
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1.2 FORENSIC IDENTIFICATION USING EAR IMAGES

Table 1.1: Level of support for imagery as evidences at court as agreed upon by the FIAG.
The table is taken from [140]

Level Description

0 Lends no support

1 Lends limited support

2 Lends moderate support
3 Lends support

4 Lends strong support

5 Lends powerful support

1.2 Forensic Identification Using Ear Images

In order to be valid in court, any imagery should provide an objective evidence that is
independently measurable and verifiable [140]. Many courts require an estimation of the
strength of evidence within an image from an independent expert. Without such an ex-
pertise, CCTV footage is not accepted as a valid evidence. Table 1.1 shows an example of
different levels of certainty, which comply with the standard of the Forensic Imagery Anal-
ysis GROUP (FIAG). In an expertise, a certainty level is assigned to each trait in the image.
The conclusion of a forensic expertise is a likelihood estimation of the probability that the
suspect and the subject in the video are one and the same person. The expert testimony
can be supported by an automated identification system, but an automated decision may
never be the only source of evidence. Automatic identification is usually used for selecting
the most likely candidates (usually between 50 and 100 subjects) that are then further ex-
amined by a forensic expert. According to the Daubert Standard, the way of how an expert
came to a given conclusion must be clear and comprehensive for the judge and it should
be based upon sufficient facts. Secondly, any sources of error must be transparent and
the principle that was used for the conclusion must be an established scientific standard.
Finally the principle must be applicable for the particular case [25].

The probe presentation of the outer ear can either be analyzed directly from any im-
agery where it is clearly visible or ear prints can be taken from surfaces. Ear prints can be
left on windows or doors, when burglars try to make sure that the house is empty [125].
Meijerman has shown that Ear prints are individual, but are dependent on different factors
such as pressure and temperature, which can result in a high intra-class variation [123]. In
Germany, there are several example cases, where ear prints have helped the investigators
to identify the suspects, such as in Osnabrueck ! and Hamburg 2.

The evidential values of ear prints is heavily discussed for several reasons. Firstly, ear
prints are usually left before a crime is committed and are hence not necessarily a proof that
the subject who left the ear print is the same subject who committed the crime. Secondly,
there is also no indication of the time when the ear print was left [125]. Finally it is argued
that comparing actual ears and an image of the ear is different from comparing two ear
prints. The tissue of the outer ear is soft and additional factors such as pressure, moist,
the lifting process and surface structure have an influence on the appearance of the ear
print. In research on ear recognition, images of known subjects are compared with each
other, showing that the appearance of the ear is unique enough to distinguish between the
subjects in the database. There are controversial discussions whether ear prints are equally
unique and permanent [101].

For the purpose of identifying subjects from CCTV images, a systematic way to describe

Thttp://www.ksta.de/html/artikel/1218660630642.shtml
2http://www.nftv.de/panorama/ohrabdruckfueberfuehrthinbrecherfarticle6144406.
html


http://www.ksta.de/html/artikel/1218660630642.shtml
http://www.n-tv.de/panorama/Ohrabdruck-ueberfuehrt-Einbrecher-article6144406.html
http://www.n-tv.de/panorama/Ohrabdruck-ueberfuehrt-Einbrecher-article6144406.html

1. BIOMETRIC EAR RECOGNITION

the outer ear is essential. Such standard descriptions exist for all kinds of characteristics
that can be observed in imagery, including the outer ear. Such description methods consist
of a list of relevant landmarks (e.g. concha, outer helix, tragus). During the analysis, the
forensic expert describes the appearance of each part and then gives an estimate of how
similar the representations in the probe CCTV image and the reference image are (usually
the mugshot from the database but sometime other images are used as well). For the ear
lobe such descriptions could be for instance: hanging, attached, partly attached. The sum
of all of these descriptions together with an estimated similarity between the suspect and
the subjects in the reference image are summarized in an expertise that can be used at
court. For good reasons, a expertise must be prepared from a human expert and not by
an automated system. Consequently, current ear analysis concepts are highly optimized
towards manual analysis.

In forensic identification, biometric identification systems are used for retrieving the
most likely candidates from a large database. Current systems mainly rely of facial images
for reducing the number of possible suspects. The reliability of these systems is reduced by
pose variations and occlusions, but also by low image contrast and compression artefacts.
Automated identification systems with full 3D images as references can provide a pose-
independent view of the subject, which can potentially result into more accurate estimates
of the similarity by offering the possibility of adjusting the pose of the reference image to
the pose of the probe image. Such an estimation could also include the shape of the outer
ear, especially in cases where only half profile views of the suspect are available. In such a
scenario, ear recognition is a valuable amendment to facial descriptors that enables forensic
experts to use all the evidences available in the probe image.

As soon as a list of the most likely suspects is available, evidence may be manually
collected with photogrammetry or superimposition of tracings. In photogrammetry, we
measure the precise distances between landmarks in a pair of images. The analysis must
ensure that only identical points are compared and, in case of pose variation, two images
with the same pose are needed. If a 3D model of the subject is available, we could also
use re-rendered view of the model. In some cases it may also be possible to compensate
slight pose variations by applying affine transformations to the reference image. For su-
perimposition of tracings, the outlines of the ear are extracted and then fitted onto another
image (presumably from the database or another crime scene). Subsequently, the analyst
checks how well the outlines of the two images match. When analyzing face images with
this method, the analyst can also investigate the symmetry two half faces from two differ-
ent images [140]. The techniques described above currently are mostly applied on facial
images, but may - in principle - be used for any type of imagery, including ear images.

1.3 Goals of This Work

This work aims at exploring new techniques for 2D and 3D ear recognition. We focus on,
but are not limited to forensic identification from CCTV footage. Instead of 2D mugshots,
we assume that police station have full 3D head models stored in their forensic databases.

With this background we investigate possibilities to combine 2D and 3D information
with the goal of increasing the performance of ear recognition systems with respect to the
segmentation accuracy, normalization accuracy and recognition rates. We combine 2D and
3D information (rendered depth images) by exploiting the fact that depth and texture infor-
mation are co-registered in rendered views of the 3D model and propose different ways of
how these information channels can be combined. In order to measure the virtues of com-
bining depth and texture information, we compare the performance rates of our algorithm
with the performance accomplished with 2D data or 3D data only. We further analyze the
statistical properties of fixed length histogram features and propose a generic method for
creating binary representations for a more efficient search technique. We apply these binary
feature vectors in a sequential search approach, where the binary feature vectors are used
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for creating a short list of the most likely candidates and the real-valued features are used
for refining the search within the short list. An additional focus is set on the impact of im-
age quality (i.e. blur and noise) on segmentation and recognition performance. Finally, we
explore the suitability unsupervised clustering for classification of fixed length histogram
features.

The goals of the thesis are can be summarized with the following research questions:

Q1: How can the outer ear be automatically detected from 2D and 3D images?
Q2: How can cropped ear images be normalized with respect to rotation and scale?

Q3: Is it possible to combine 2D and 3D data in order to obtain a better descriptor that
yields a better performance than 2D or 3D alone?

Q4: How can ear templates be represented in order to enable fast search operations in
large datasets?

Q5: Which impact does signal degradation have on the performance of ear recognition
systems?

Q6: Is it possible to automatically find categories of ear images?

As an extension to our research results, we develop a demonstrator ear recognition
module that is part of a multi-modal face and ear recognition system. This system is eval-
uated and tested using a challenging dataset that is collected and provided by forensic
experts from the German criminal police. This dataset is comprised of 3D models as ref-
erence data. Mugshots and CCTV videos are used as probe data. The dataset represents
a typical scenario in forensic identification, where an unknown subject is to be identified
from a video sequence. We explore the virtues and limitations of ear recognition in this
scenario and point out future directions for forensic ear recognition systems.

1.4 Structure

This thesis is divided into three parts. In the remainder of this first part of the document,
we will give an overview of the publications and contributions in the context of this work.
Subsequently, we give an overview of the GES-3D project, which was conducted in the
context of this work, including an explanation of system requirements, the image capture
system, the workflow of our biometric service provider and some concluding remarks on
the overall performance of the system.

The structure of the second part of the document roughly follows the general work
flow in a biometric pipelines as proposed in the ISO/IEC SC37 SD11 standard document
[89] (a brief summary can be found in the Appendix B). The structure of this thesis is also
summarized in Figure 1.2. The figure will show up in each chapter in part Il and is intended
to guide the reader through the structure of this thesis and maintain a link between the
single publications and the research questions (see previous Section 1.5).

We start with an elaborate overview of the state of the art. A brief update of this survey
is given later in this chapter in chapter C. We start with the initial segmentation step. For
segmentation, we propose a novel ear detection method, where depth and texture infor-
mation is combined as expressed as a number of shape descriptors. We select the shape
that is in the largest cluster of the best-rates shapes in the image. We also propose a sliding
window technique using a circular detection window and evaluate it with respect to its
robustness against rotations.

The segmentation step is concluded with a geometric normalization approach that does
not rely on any symmetry constraints. We show that the outer ear can be normalized with
this approach by measuring the recognition rates of a simple texture descriptor. We then
move forward to the feature extraction step and present an evaluation of different texture
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Figure 1.2: Illustration of the structure of this thesis. At the beginning of each chapter, we
highlight one or several processing steps and the topics that are discussed.

descriptors in combination with selected subspace projection techniques. We benchmark
the parameter sets for selected texture descriptors with three different datasets. Moreover,
we propose a new descriptor that creates a fixed length histogram descriptor from surface
and texture data.

The Chapters 9, 10, 11 and 12 of the thesis concentrate on applications and further in-
vestigations on the basis of the aforementioned ear recognition system. We first propose a
binarization method for histogram features and then focus on the impact of signal degra-
dation on the performance of segmentation and recognition with respect to noise and blur.
Finally, we examine different texture feature spaces for clustering tendencies with the goal
of providing an unsupervised classification scheme for ear biometrics.

The thesis is concluded with part III. This part summarizes the findings in part II and
gives an outlook to future work and remaining challenges for 2D and 3D ear recognition.

1.4.1 List of Publications
1.4.1.1 Attached Research Articles

e [147]ANIKA PFLUG, CHRISTOPH BUSCH, Ear Biometrics - A Survey of Detection, Fea-
ture Extraction and Recognition Methods, IET Biometrics, Volume 1, Number 2, pp.
114-129

e [154]ANIKA PFLUG, ADRIAN WINTERSTEIN, CHRISTOPH BUSCH, Ear Detection in
3D Profile Images Based on Surface Curvature, International Conference on Intelli-
gent Information Hiding and Multimedia Signal Processing (IIH-MSP), 2012

e [155]ANIKA PFLUG, ADRIAN WINTERSTEIN, CHRISTOPH BUSCH, Robust Localiza-
tion of Ears by Feature Level Fusion in Image Domain and Context Information, 6th
IAPR International Conference on Biometrics (ICB), 2013
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e [146]ANIKA PFLUG, PHILIP MICHAEL BACK, CHRISTOPH BUSCH, Towards making
HCS Ear detection robust against rotation, International Carnahan Conference in Se-
curity Technology (ICCST), 2012

e [148]ANIKA PFLUG, CHRISTOPH BUSCH, Segmentation and Normalization of Hu-

man Ears using Cascaded Pose Regression, Nordic Conference on Secure IT Systems
(NordSec), 2014

e [150]ANIKA PFLUG, PASCAL N. PAUL AND CHRISTOPH BUSCH, A comparative Study
on Texture and Surface Descriptors for Ear Biometrics, International Carnahan Con-
ference in Security Technology (ICCST), 2014

e [186]JOHANNES WAGNER, ANIKA PFLUG, CHRISTIAN RATHGEB, CHRISTOPH BUSCH,
Effects of Severe Signal Degradation on Ear Detection, 2nd International Workshop
on Biometrics and Forensics (IWBF), 2014

e [153]ANIKA PFLUG, JOHANNES WAGNER, CHRISTIAN RATHGEB AND CHRISTOPH
BUsCH, Impact of Severe Signal Degradation on Ear Recognition Performance, Bio-
metrics, Forensics, De-identification and Privacy Protection (BiForD), 2014

e [152]ANIKA PFLUG, ARUN R0SSs, CHRISTOPH BUSCH, 2D Ear Classification Based
on Unsupervised Clustering, In Proceedings of International Joint Conference on Bio-
metrics (IJCB), 2014

e [151]ANIKA PFLUG, CHRISTIAN RATHGEB, ULRICH SCHERHAG, CHRISTOPH BUSCH,

Binarization of Histogram Models: An Application to Efficient Biometric Identifica-
tion, Conference on Cybernetics (CYBCONF), 2015

1.4.1.2 Additional Research Articles

e [38] CHRISTOPH BUSCH, ANIKA PFLUG, XUEBING ZHOU, MICHAEL DOSE, MICHAEL
BRAUCKMANN, JORG HELBIG, ALEXANDER OPEL, PETER NEUGEBAUER, KATJA LE-
OWSKI, HARALD SIEBER, OLIVER LOTZ, Multi-Biometrische Gesichtserkennung, 13.
Deutscher IT-Sicherheitskongress, 14-16 May 2013

e [162]R. RAGHAVENDRA, KIRAN B. RAJA, ANIKA PFLUG, BIAN YANG, CHRISTOPH
BuscH, 3D Face Reconstruction and Multimodal Person Identification from Video
Captured Using a Smartphone Camera, 13th IEEE Conference on Technologies for
Homeland Security (HST), 2013

e [149]ANIKA PFLUG, DANIEL HARTUNG, CHRISTOPH BUSCH, Feature Extraction from
Vein Images using Spatial Information and Chain Codes, Information Security Tech-
nical Report, Volume 17, Issues 12, February 2012, pp. 26-35

e [77]DANIEL HARTUNG, ANIKA PFLUG, CHRISTOPH BUSCH, Vein Pattern Recogni-
tion Using Chain Codes, Spacial Information and Skeleton Fusing, GI-Sicherheit, 2012

1.5 Contribution

The following questions were derived from the requirements of the GES-3D project on the
one hand and from questions that occurred during the ongoing research on the other hand.
These research questions mark the red line though this thesis.

QO0: What is the current state of the art in ear recognition?
(Addressed in Chapters 3. Also see[147])
In preparation of defining a number of research questions, an elaborate survey on the state
of the art in ear recognition has been compiled [147]. The survey consists of three main
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parts. In the first part, we give an overview over the publicly available datasets that can be
used for evaluating ear recognition systems. Then we describe different approaches for ear
detection in 2D and 3D images and compare their detection accuracy. We move on to ear
recognition systems and give a complete overview of different approaches and their recog-
nition performance. This survey serves as the basis for the further work in this thesis. A
summary of more recent work on ear recognition that was published after the publication
of the literature survey is provided in appendix C.

Q1: How can the outer ear be automatically detected from 2D and 3D images?

(Addressed in Chapters 4, 5 and 6. Also see [154], [155], [146])
A reliable segmentation is important for any recognition system. In this work, we explore
the geometrical features of the outer ear and how they can be used for segmentation. Spe-
cial focus is set on the fusion of texture and depth information and the robustness to pose
variations.

For the detection of 2D ears, state of the art techniques from face recognition, such as
the Haar-like features [183] yield satisfactory segmentation accuracy as long as the capture
setting is controlled carefully and the image quality is sufficient. High detection accuracies
can also be achieved with LBP (original implementation as suggested by Ahonen et al. [9]).
It is also possible to detect the outer ear with Cascaded Pose Regression [148] from coarsely
segmented images (i.e. face profile images). In order to make sure that ear detection in 2D
image performs well enough, the ear should not be smaller than 50 x 80 pixels.

Ears in depth images (3D) can be segmented by searching for the unique surface struc-
ture in the ear region. In [146] the ear detection approach by Zhou et al. [218] is extended to
detect the outer ear in 3D profile images under different in-plane rotations. Due to the pro-
jection of the ROI from cartesian coordinates to a polar coordinates, the detection accuracy
drops.

In [154] we have introduced a novel ear detection method, in which we reconstruct the
ear outline by combining regions with high surface curvature to an ear outline. This work
was extended in [155], where we added edge information from the co-registered texture
image to the reconstructed 3D shapes. The high detection performance confirms that the
surface structure and texture information in the ear region is clearly distinguishable for the
surrounding areas.

Q2: How can cropped ear images be normalized with respect to rotation and scale?
(Addressed in Chapter 7. Also see [148])

In order to apply ear recognition in more challenging environments (as in GES-3D), the ear
region needs to be normalized with respect to rotation and scale.

Cascaded Pose Regression (CPR) is an approach for face normalization, originally pro-
pose by Dollar et al [62]. CPR optimizes a loss function that tries to minimize the difference
between local grey level-based features within the ellipse. Instead of localizing a num-
ber of visually defined landmarks, CPR uses weak features for estimating the orientation
of the ear. Given that we have a sufficient number of training images, CPR can also be
optimized towards being robust to partial occlusions and for normalizing ear images in
different poses.

Using Cascaded Pose Regression (CPR), we fit an ellipse around the ear, where the
major axis of the ellipse represents the largest distance between the lobule and the upper
helix [148]. We then compensate scale and rotations by adjusting the center, the length of
the major axis and the tilt of the ellipse such that the major axis is vertical and has a fixed
length.

We show that the recognition performance of a pipeline using CPR prior to extracting
the feature vector, is significantly higher than the same pipeline without normalization. We
also show that CPR crops the ear region accurately for different ROIs representing differ-
ent capture settings. Obviously, the benefit of using CPR increases with a larger variation
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rotation and scale in the dataset.

Q3: Is it possible to combine 2D and 3D data in order to obtain a better descriptor that
yields a better performance than 2D or 3D alone?

(Addressed in Chapter 8, Also see [146])

Motivated by the performance increase with fused texture and depth data in ear segmenta-
tion, we propose a combined descriptor for co-registered pairs of texture and depth images.
We consider the texture image and the depth image as separate channels of information that
are be merged into a fixed-length histogram descriptor. The optimal settings for the merged
feature vector are determined in a series of experiments using three different datasets.

The combined 2D /3D descriptor uses surface curvature information for determining
the histogram bin and texture information for determining the bin magnitude. The method
can be applied within a sliding window, which results in a spatial histogram. Our experi-
ments show that the method has some potential. However, it is vulnerable against noise,
especially in the depth channel.

Along with this, we conduct a study on different techniques for texture description
and empirically determine the optimal algorithm and parameter settings for the capture
settings represented by three publicly available datasets. We conclude that the optimal
parameter set for each of the texture and surface descriptors is highly dependent on the
resolution and the quality of the input images.

Q4: How can ear templates be represented in order to enable fast search operations?
(Addressed in Chapter 9, also see [151])
Given that we have a fixed length histogram descriptor that yields satisfactory performance
in a given scenario, we would like to optimize search operations towards being as fast and
reliable as possible. Based on the observation that many histogram descriptors are sparsely
filled, we propose a sequential identification system (1:N search) that uses binary descrip-
tors in the first stage and real-valued descriptors in the second stage (i.e. with double
precision numbers).

In our test system (implemented in C++), the comparison of binary feature vectors is up
to ten times faster than the comparison with real-valued feature vectors of the same length.

Obviously, there is a loss of information during the binarization process, which results
in a lower true positive identification rate (rank-1 recognition rate). Despite this, the prob-
ability that the correct identity is among the first n subjects is high, such that we can use
the binary feature vector for retrieving a short list from the database. Subsequently, we use
the real-valued feature vectors for re-sorting the short list.

We show that we can do an 1:N search in 30% of the time compared to an exhaustive
search using the real-valued feature vectors only. Additionally, we reduce the chance for
false positives.

Q5: Which impact does signal degradation have on the performance of ear recogni-

tion systems?

(Addressed in Chapters 10 and 11. Also see [186],[153])

The performance of every biometric system is dependent on the quality of the input im-
ages. The quantification of image quality, however, is always dependent on the scenario.
We have conducted a series of experiments to learn more about the impact of noise and
blur on the performance of ear recognition systems.

We have generated a series of degraded images and computed the Peak Signal to Noise
Ratio (PSNR) in order to quantify the quality of the degraded images. The PSNR is defined
via the mean squared error between an image of optimal quality and a degraded image and
can be regarded as the ground truth information here). We then measured the decline of
segmentation and recognition performance with different features for detection [186] and
recognition [153]. In general, we noticed that noise has a greater effect on segmentation
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and recognition performance than blur.

A similar series of experiments was conducted on images, that are compressed with
JPEG and JPEG 2000 (also see Part III 13.1.4). JPEG 2000 - also named after the codec
J2K - is a wavelet-based image compression method that, according to the ISO standard,
should be preferred over the DCT-based JPEG compression for biometric identification sys-
tems. These experiments show, that the detection and recognition performance varies with
a decreasing bit rate when compressing with JPEG. We suppose that there is a correlation
between the size of the compression artefacts and the radius of the texture descriptors.

Q6: Is it possible to automatically find categories of ear images?

(Addressed in Chapter 12. Also see [152])

Most of the research efforts in ear recognition concentrate on achieving a high recognition
performance in closed datasets. The next step towards an operational system is to provide
techniques for fast and efficient search in large databases.

We analyse texture feature spaces with respect to cluster tendencies ,which could be
exploited for reducing the number of candidates in an 1 : NV search. We create feature sub-
spaces using linear and non-linear methods and analyze these subspaces for cluster ten-
dencies. We apply different metrics for estimating the goodness of the clustering solutions
and show, that the feature subspaces can be organized as convex clusters using K-means.

We show that clustering using 2D ears using K-means, PCA for subspace projection and
LPQ for texture feature is possible. For this particular configuration, the search space can
be reduced to less than 50% of the database with a chance of 99.01% that the correct identity
is contained in the reduced dataset. We also show that a search that is extended to up to
three adjacent clusters yields a better performance than a single cluster search. The classes
depend on the skin tone of the subjects, but also on the capture settings of the dataset they
originally came from. We also observe that feature vectors with a high performance in
classification do not necessary yield high recognition rates.
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Chapter 2

The GES-3D Project

In our project GES-3D, we develop a demonstrator system for exploring the virtues and
limitations of 3D imagery in forensic identification in a semi constrained environment. The
project is conducted within a consortium of seven partners, among which are technical
partners, consulting partners and the German Criminal Police (BKA) as the stakeholder.

The goal of the project is to develop a fully integrated identification system that uses 3D
head models as references and crime scene videos as probes. The reference data is collected
under controlled conditions by a police officer, who sends a 3D head model, and a series of
photographs to a central database where the data is assembled and stored.

If a subject is to be identified from video material, the identification system automati-
cally extracts face and ear features from a CCTV video and returns a list of the n most likely
candidates. In practice, a forensic expert would now further analyze the retrieved images
and give an estimation of the similarity between the reference and the probe. Manual anal-
ysis is not part of the project though. GES-3D only concentrates on the automated retrieval
of the n most likely candidates. After the retrieval process, the 3D model from the database
can be used to assist the forensic expert, by offering the opportunity of adjusting the pose
of the reference according to the pose on the input video.

For evaluating the system, we develop a test scenario, in which we simulate a typical
scenario in the entrance hall of a bank. A person enters the room and walks towards an
ATM. Whilst inside the bank, the subject is filmed by different off-the-shelf CCTV cameras
from four different viewpoints. The selection of the viewpoints was proposed by BKA,
based on their experience with typical surveillance cameras. Figure 2.1 shows a floor plan
that illustrates the data collection setup. In existing identification systems and in many
research experiments, reference and probe images are collected under the same conditions
with the same capture device. One of the main challenges in this project is to compare
images from different media (2D, 3D and video), different capture devices and different
camera viewpoints. Based on this experiment, we formulate the following requirements
for the prospect demonstration system.

e Usability: The user interface and the capture device should be easy to use and to
understand for police officers, who do not have any image processing or biometrics
background.

e Data protection: For data protection reasons, all images should be stored in a central
database and they should not be distributed to any other third party system.

e Transparency: All decisions that are part of of the identity retrieval should be made
transparent to the forensic investigator. The forensic investigator should be able to
review the search result for every single biometric service provider.

e Throughput and accuracy: The search result should be delivered within a reasonable
amount of time (several minutes). However, accuracy is still more important than
throughput. A lower false accept rate (the probability that the wrong subject gets a
high rank in the candidate list) is preferred over a lower false reject rate (the proba-
bility that the true perpetrator does not show up in the candidate list), because a false
accept would imply that an innocent subject could be accused for a crime.

13



2. THE GES-3D PROJECT

e T /‘
(17555 /
= !
1
I/
1
{ video data
| .
! collection
| ! |
- | | |
| \ |
el PN N
Reference data o e \ _
: AR A \ @:\:.
collection : | .

T i ! o g
PR | ! @
kS iil | W AN
H |
”J:/E,JI: \ch’ l\'& ; : : ATM

|
| ___1 i : @J:e
! I !
I |

Figure 2.1: Floor plan for the data collection in GES-3D. Reference data is collection with a
special setup that consists of 3 depth cameras (left). Probe data is collected by four CCTV

cameras.

2.1 General Requirements

GES-3D is a project where partners from research and industry collaborate with the goal of
creating a demonstrator system. In order to protect the interests of the industry partners,
it is important to make sure that their software can be integrated into the system as a black
box. Concurrently running modules should run independently from each other and at
the same time, the interface should leave as much freedom as possible for the individual
solutions of each project partner (w.r.t. algorithms, libraries and programming languages).

In GES-3D, the exchange of data is implemented with a proprietary internal interface.
Each project partner delivers a back-end module that provides the functionalities that are
specified in this interface (see Figure 2.9). We distinguish between the data capture subsys-
tem [89] and the system back-end. The capture system is operated by a police officer and
used for enrolment. The retrieval system is operated by a specialized department of the
criminal police. Both parts of the system connect to a central web service, by implementing
the previously mentioned interface. Figure 2.2 illustrates the two parts of the system. For
Enrolment, we obtain a series of mugshots and a 3D model (left part) and for identification,
we obtain one or several videos (right part). The search function also accepted single video
frames or images.

The prospective end user of the GES-3D system is the German Federal Criminal Police
Office (BKA). BKA is operating the prospect identity retrieval system and will also deploy
the image capture system to the local police stations. The process of enrolment is defined by
national and international standards and follows a strict protocol [134, 33]. It is crucial that
the system fully reflects these standards and seamlessly integrates into the existing work
flow. The 3D capture system also collects a series of mugshots (see next section for details)
from different poses in addition to the 3D head model. This allows a smooth migration
from the existing identity retrieval system (GED-2D) to the new system.

14



2.2 IMAGE CAPTURE SYSTEM

3D File Single
Object Mugshots Video Image
Enrolment Search
Y
Database

Figure 2.2: Division of tasks with associated media types in the proposed forensic identifi-
cation system.

2.2 Image Capture System

Interpol and national police agencies in Europe and the US [134] have adopted this stan-
dard. The standard is designed to enable the exchange of images between national and
international police stations. It is also needed for establishing a quality standard of the
images in the forensic databases. According to the standard, it is recommended that at
least one frontal image and two profile images with 45 and 90 degrees of pose variation are
captured. The profile images should show the left and the right ear. Further, it is recom-
mended that the focal length of a camera should be between 85 mm and 135 mm and that
the mid-points of the mouth and of the bridge of the nose should be centered. Shadows
should be minimized by using at least two sources of diffuse light. We follow these recom-
mendations and use a data set with five images which represent the previously described
poses. The images are captured with a high resolution digital camera under the described
environment for each subject in the enrolment and compressed with JPEG compression.

In order to maximize the probability of identifying a subject, the quality of the input
media for enrolment should be as high as possible. In particular, there should be no com-
pression artefacts in the 2D images. The 3D models should be as detailed as possible, while
containing a low noise level and a minimum of reflection artefacts. 3D face imaging is well
proven and tested in various scenarios. 3D ear imaging, however is a new application,
which poses some challenges to the arrangement of the capture devices. On one hand, it
should be possible to obtain high quality face images and on the other hand, the angles
between capture devices should be arranged in a way that we obtain a complete view of
the concave and self-occluding surface of the ear.

For obtaining a high quality representation of the outer helix, the capture protocol was
designed accordingly. We capture two partial ear models, one with a full profile view and
another one that shows the ear from behind at approximately +120 degrees (see the two
left sub figures in Figure 2.4 for an illustration of these two camera angles). This allows
us to obtain a smooth representation of the outer helix. We also get information on the
perturbation of the ear.
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Figure 2.3: Example images for a collection of mugshots, as they are collected during the
enrolment process.

Figure 2.4: Different views of an example for an interpolated 3D head model, as it is col-
lected during the enrolment process with a close-up view of the ear.

2.3 Dataset

The collection of a dedicated dataset was an objective of the GES-3D project. The data was
collected in accordance with the standards and recommendations described in the previous
section. The GES-3D corpus contains 300 distinct subjects, from which 150 are males and
150 are females. 113 subjects were wearing glasses and 98 subjects wore earrings. The age
distribution ranges from 20 until more than 60 year old subjects.

All subjects were asked to enter a room, where an ATM was placed next to a wall. The
dotted line in 2.1 represents the expected path of the subjects from the door to the ATM.
The room is also equipped with four CCTV cameras, which are marked in green and with
numbers 1-4 in Figure 2.1. One camera was placed next to the door, the second one was
placed on top of the ATM, a third cameras was placed at the opposite side of the room with
respect to the door and a fourth camera was placed next to the ATM’s screen. Each video
camera is running at a resolution of 1920x1080 pixels and captures 30 frames per second.
Example images for each of the camera viewpoints are shown in Figures 2.5, 2.6, 2.7 and
2.8.

The 3D images were captured with a setup of three viSense2 depth cameras (upper left
corner in Figure 2.1). The camera uses structured light for capturing the surface of an object
at a scanning speed of 0.25 ms. The diameter of the frustum for the 3D acans is 782x582
pixels and the resolution of 2D camera for capturing the texture data is 1624x1234 pixels.
Each depth camera is connected with several flashes in order to assure optimal illumination
settings. Drop shadows are minimized by using flash diffusers. The partial depth images
are registered semi-automatically by an operator. After capturing all input images the op-
erator is asked to annotate three corresponding landmarks in each partial model. These
landmarks can be chosen arbitrarily by the user as long as she is able to coarsely point to
the same landmarks in two corresponding 3D models. It is recommended to use landmarks
that can easily be found in every model, such as the nose tip, the outer corner of the eye
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or outer corner of the lip. The registration algorithm performs a coarse alignment based
on these manually marked points followed by an automatic fine alignment of the surfaces
using Iterative Closest Point Search (ICP) [27]. The output of this is a full 3D model of the
subject’s head (see Figure 2.4 for an example).

The 2D mugshots are collected simultaneously with the partial 3D models. For each
subject, we obtain a left and right full profile view, a left and right half profile view and
a frontal view. The mugshots are taken with a high resolution digital camera using JPEG
compression (1624x1234). The enrolment data collection setup is separated by a thin wall
with a back cloth, in order to obtain mugshots with a uniform background. An example
for the mugshots is shown in Figure 2.3.

The reference images are stored together with some meta data, such as a unique identi-
fier for the subject, a unique identifier for the capture sessions, and a time stamp for the 2D
and for the 3D images. In our evaluations, we use data from 200 randomly chosen subjects.
The remaining 100 subjects are reserved for black box testing.

The collection, storage and processing of the data is subject to the German data and
privacy protection regulations, which state that the data may not be published without the
explicit consent of each subject and the data may not be used for any other purpose but the
GES-3D project. In order to maintain reproducibility and compatibility of our results, we
decided to use public datasets rather than the GES-3D data in our scientific publications.

2.4 System Back-End

From a technical perspective, the system back-end consists of five different subsystems,
which are the biometric database, the back-end provider module, several biometric service
providers (encapsulating the algorithm-specific feature extraction and retrieval methods),
the fusion service provider, a connection for the biometric capture device and a module
for handling search requests (see Figure 2.9). Together, these subsystems follow the work
flow specification for a general biometric system as specified in ISO/IEC SC37 SD11 [89].
The central component is the back-end provider where all intercommunication between
the modules is processed. The middleware JBoss Application Server is used to connect the
various interfaces between the different modules from the project partners.

For enrolment, the input data is read from the capture device and passed over to each
biometric service provider. Triggered by this event, each provider initiates the enrolment
process and returns a feature vector. The back-end provider then stores each feature vector
in the biometric database, where it is available for future search operations. The processing
of the data in our module is written in MATLAB, OpenCV and Java EE with additional
external libraries.

The overall system is supposed to mimic the central server that is run by the crimi-
nal police. It takes images from the capture device, sends them to the biometric service
providers for feature extraction, stores templates and performs search operations upon re-
quest. For data retrieval, video sequences are sent to the service provider. Depending on
the pose and possible occlusions, the face and ear region are segmented and a template is
generated from these regions. Because the database contains a complete 3D model of the
head for each subject, pose variations in the input images can be compensated during the
comparison process.

Each biometric provider generates a proprietary template. The algorithms for enrol-
ment are developed independently from each other and the extracted feature vectors re-
flect different properties of the image. A separate fusion component combines the results
from each provider and generates a ranked list of identities. The list is sorted according
to a descending likelihood that the subject in the probe and the reference sample have the
same identity.
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Figure 2.5: Example images for camera viewpoint 1. The camera was placed next to the
entrance door.

Figure 2.6: Example images for camera viewpoint 2. The camera was placed on top of the
ATM

Figure 2.7: Example images for camera viewpoint 3. The camera was placed at the opposite
side of the room with respect to the door.

Figure 2.8: Example images camera viewpoint 4. The camera was placed next to the screen
of the ATM.
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Figure 2.9: Overview of the architecture of the GES-3D identification system with connec-
tions to the database back end, biometric service providers and the capture device.

2.5 Workflow of a Biometric Service Provider

A biometric service provider is connected with the back-end provider via a WSDL-APL. It
combines functionality from OpenCV and MATLAB code with Java and can be deployed
on a JBoss 7.1 compatible web service. The WSDL file defines method stubs for the enrol-
ment and the search method, as well as the exchange formats for input media and search
results. The interface also provides functionality for retrieving data from the database via
the back-end and specifies a unified format for templates and search results. The data re-
trieval and database access is handled by the back-end provider module. All biometric
service providers automatically obtain the same probe data and have fully transparent ac-
cess to the central database via the back end provider module. Additional libraries are
specified in a Maven file and linked to the JBoss environment.

A general overview of the workflow of our provider showing the combination between
OpenCV, MATLAB and Java is illustrated in Figure 2.10. For an illustration of overall
the segmentation, preprocessing, feature extraction and feature vector generation process,
please also refer for Figure 2.13.

2.5.1 Enrolment

The enrolment task takes at least one input medium and returns one feature vector per
input medium to the back-end module. Possible media types for enrolment are a series
standardized photographies, as described in Section 2.2 or a 3D head model.

2.5.2 Segmentation

The method for ear segmentation depends on the type of the input media. Possible media
are a series of photographs, a video stream or a 3D head model.

Series of mugshots: The preprocessing module segments the ear region from the half and
full profile images using the Viola-Jones detection method [182] with the implementation
from OpenCV (this implementation uses the set of wavelets suggested in [182]). We trained
our own haar cascade for detection using manually cropped positive images from the
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Figure 2.10: Workflow diagram of our biometric service provider. The workflow illustrates
the interfaces between different programming languages.

GES-3D training set and negative images that contain randomly cropped parts of the back-
ground from the GES-3D scenario. The segmentation step is finalized by a post-processing
step, where the most likely region of interest (ROI) is selected from each image. This selec-
tion relies on the fact that the process of capturing the image series is highly constrained.
These constraints allow us to make assumptions about the ROI size, aspect ratio and its po-
sition in the image. Using these assumptions, we check the returned ROIs for plausibility.
A ROl is only selected if it complies with the assumptions on size, aspect ratio and position.
Otherwise we consider the ROI as a false positive and discard it.

Video streams: For video streams, we first detect a profile face view, as shown in the ex-
ample image the upper row of Figure 2.13. This is done in two steps: (1) a face profile
detector selects frames that contain profile views within a given sub region of the video
frame. This constraint is based on the assumption, that the CCTV camera does not move
and that each subject, who wants to use the ATM is standing at the same distance from the
camera. (2) For each successfully detected profile face, we now run an ear detector within
the extended profile face region. Although this means that we discard some frames that
could have been used for ear recognition, a sufficiently large number of true positives is
left. In case the outer ear is visible, we select the ear region from the profile face ROL If no
ear can be detected, the entire frame is discarded.

3D head models: If the input media is a 3D model, we render pairs of depth and texture
images for discrete camera viewpoints. Examples for the left and the right side view of the
model are shown in Figure 2.11. The renderer assumes that the null pose of the model is
normalized in such a way, that the normal of the nose tip points towards the camera (see
Figure 2.11: left column).

For each rendered pose, we segment the ear region by fusing information from the
texture and from the depth channel (see Chapter 5).
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Figure 2.11: Rendered image with null-pose (left), right pose with a 90 degree rotation
(middle) and left pose with a -90 degree rotation (right) from a 3D head model - the left
part of the figure shows texture channel and the right part shows the corresponding depth
data.

Figure 2.12: Example of a segmented ROI and the result after normalization with CPR.

2.5.3 Normalization

After segmenting the ear region, the orientation of the ear needs to be normalized with re-
spect to rotation and scale. As shown in [148], the correction of these rotations is important
for the recognition accuracy, because a misaligned ear will be likely to cause wrong deci-
sions in the comparison process. For the same reason, hair or skin around the ear should
be removed before extracting features.

In the normalization step, we use Cascaded Pose Regression (CPR) for removing the
margin and to compensate for small rotations [148, 62]. CPR is used for fitting an ellipse
on the ear, where the major axis connects the two far-most points of the lobule and the
outer helix with each other. We then rotate the ROI, such that the major axis is vertical and
then cut off all pixels that are outside of the enclosing rectangle of the ellipse. This leaves
us with images, with a minimal margin around the ear and where all ears are oriented in
exactly the same way. Finally, all images are resized to 100 x 100 pixels. This facilitates the
subsequent feature extraction step and has no impact on the system accuracy. For video
images, we also try to estimate the head pose using a series of tree structured models with
a shared pool of landmarks [222]. For pose estimation, the algorithm tries to find the best
tree for the given image and returns the corresponding pose. As a side effect, the tree
structured model can be used for assuring the quality of the region of interest for the ear
region, because it allows us to check whether the position of the ear is plausible.

2.5.4 Feature Extraction

After normalizing the input images, we apply Local Phase Quantization (LPQ) [10] for ob-
taining a fixed length histogram of local texture features. The concept behind LPQ [10] is
to transform the image into the Fourier domain and to only use the phase information in
the subsequent steps. For each pixel in the image, we compute the phase within a prede-
fined local radius and quantize the phase by observing the sign of both the real and the
imaginary part of the local phase. Similarly to LBP, the quantized neighbourhood of each
pixel is encoded as an 8-bit binary string and stored in a code image. The code image hence
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Figure 2.13: Illustration of the single processing steps for computing the features of an
image (frame) from a 2D video stream. Processing of other input media only differs in the
segmentation step.

contains values between 0 and 255.

We divide the image into equally sized sub-windows and compute the LPQ code image
for each window. Every code image is then represented as a histogram with 256 bins. The
histograms for all local windows are finally concatenated in order to obtain the overall
feature vector. For a 20x20 window size and an overlap of 10 pixels, this results in a 16384
fixed-length dimensional feature vector.

For removing redundant data from this large descriptor, we project the histogram into
a lower-dimensional space using Linear Discriminant Analysis (LDA). The projected his-
togram in LDA space is the final feature vector. This feature vector is stored in a database
along with some meta data, such as the pose of the enrolled image, the identifier of the
subject, the identifier for the capture process and the input media type. The lower row of
Figure 2.13 illustrates the feature extraction process and the feature subspace projection.

2.5.5 Search

The search task takes either a single 2D image or a video sequence and returns a ranked
list of identities, where a lower list rank indicates a lower likelihood that the subject in the
probe video and the reference are from the same source.

If the input medium is a video, we obtain as many feature vectors as we find video
frames with an ear. Each feature vector is compared with the each of the reference images in
the database. For comparison, we use a NN-classifier with cosine distance. For each feature
vector from the input media, we obtain a list of distances between the feature vector and all
the templates in the database. Each of these lists with distances is sorted in ascending order.
We only retain the lowest n distances, where n is specified by the user when initiating the
search.

Let there be m sorted lists with length n. We fuse these lists by counting the number
of occurrences at given ranks for each identity. Note that we distinguish between identities
and images. We may have several images with the same identity (i.e. showing the same
subject), and each identity is represented by at least one image. For each valid ROI in
the input media, we obtain a sorted list of possible candidates. We iterate through each
sorted list and assign a score to each identity according to the position in the list. Identities
with higher ranks obtain a higher score than identities with lower ranks. After assigning
a score to each identity in each list, we create a fused list by summing up the scores for
each identity. Finally we sort the identities in the combined list according to the score in
descending order and finally return the n identities with the largest score.
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Figure 2.14: Example images for Quality levels 1 (left) until 6 (right) that serves as the basis
for the evaluation of the detection accuracy. All of these examples are taken from the video
stream.

2.6 System Performance Evaluation

The proposed ear recognition system is evaluated with the dataset described in Section 2.3.
In our experiments, we focus on camera pose three, which gives us a profile view of the
subjects, while they are using the ATM. Figure 2.2 illustrates the workforce of the system
and shows an example for each media type.

We evaluate each step of the system separately, starting with the segmentation step for
each media type. In a second experiment, we evaluate the accuracy of the pose estimation
module and the third experiment we provide results for the recognition system. Finally, our
last experiment provides results on the recognition performance of the complete system,
including errors introduced by the segmentation, pose estimation and recognition step.

2.6.1 Ear Detection

The data that we obtain from our project partner is not labelled, such that we do not have
a ground truth for evaluating the detection performance, such as in Chapters 4, 5, 6 and
7. We would also like to know more about the typical types of errors that we get and see
whether there is any trend toward a certain type of error for a particular media type. We
distinguish between six different quality levels for the region of interest (ROI), which are
denoted as L1, L2, L3, L4, L5 and L6. An example for each of the quality levels can be found
in Figure 2.14. Quality levels L3,L4, L5 and L6 represent a failure to capture (FTC) and the
failure to extract (FTE). In the following list, the quality levels are defined:

e L1: The ear is located in the center of the ROI and the pose is a full profile view.

e L2: The ear is fully covered by the ROI, but it is either not centered or the image is
off-pose.

e L3: Parts of the ear are cut off or occluded, but more than half of the ear is still visible.

e L4: Major parts of the ear are cut off. The data is not sufficient for being used in the
ear recognition system and should be dropped.

e L5: Major parts of the ear are occluded. The data is not sufficient for being used in
the ear recognition system and should be dropped.

e L6: Something else has been detected (False positives)

The test set for the videos contains 5566 images (single video frames) from 200 subjects.
The test sets for the mugshots and for the rendered 3D images contains 400 left and right
ears from the same 200 subjects.

For the 3D images and the 2D mugshots, the quality level probabilities are similar, be-
cause the capture settings are following the same constraint. For the video sequences, the
probabilities for a given quality level differ significantly.

The portion of correctly segmented ears ranges from 40% to 60% of the mugshots and
rendered 3D images, which is still unacceptably low, especially for the enrolment set. The
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Figure 2.17: Cumulative match characteristic (CMC) of manually cropped ROI and ROIs

that have been labelled with LI in the segmentation and the normalization step. The rank-1
identification rate for L1 ROlIs is 10.35% and the rank-10 identification rate is 55.17%.
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large portion of Failure To Enrol (FTE, also see Appendix B) in the video stream can be
compensated for by the high number of frames, such that we must discard a large number
of images, but we have a sufficient number of frame. We obtain between between 10 and
30 frames per video that contain a correctly segmented ear.

The main reason for the poor performance is the small number of training images that
we have at hand for training the detector for the mugshots and the video streams. Dur-
ing our experiments, we compared different detectors. One of them was the pre-trained
haar-cascade from OpenCV !. We also trained a detector using the ear data from different
publicly available ear datasets. A third detector was trained using positive and negative
sample images from the test dataset. As expected, the latter detector outperformed the
other two. The detection performance could be improved, if a sufficient number of train-
ing subjects for both scenarios would be available.

Further, the detection performance may suffer from the low resolution and high noise
in the video streams. The resolution of the video frames could, for instance, be improved
by applying a super resolution technique [76].

In the case of the 3D segmentation, we observe a large number of cases where parts the
ear are cut off in the ROL. This is a typical limitation of the segmentation algorithm, which
we already observed in previous experiments (see chapter 5). We could be able to mini-
mize the number false positive detections by optimizing the parameters of the algorithm
to the scale and resolution properties of the test dataset. The parameters for the 3D detec-
tion algorithm could be adapted to the particular capture setting in order to improve the
detection accuracy.

2.6.2 Pose Estimation

For evaluating the accuracy of the pose estimation step, we only use ROIs of quality level L1
from the previous segmentation step. Hence, we only have images containing full profile
views of a subject (-90 of +90 degrees yaw pose). This knowledge serves as our ground
truth in this experiment.

Again, we distinguish between different classes of errors that are characterized by the
difference between the estimated viewing angle and the actual viewing angle. In this ex-
periment, we use a pre-trained model that is publicly available for download 2. This model
is optimized for the MultiPie dataset > and is supposed to work for face regions lager than
150 x 150 pixels. We also evaluated models with fewer parts, but we found that the best
performance could be achieved with the previously mentioned model. This model is able
to locate 41% of the ROIs, which means that we could not estimate a pose for the remaining
59% of the ear images. The results on the accuracy of the pose estimation attempts, where
an ear is detected are summarized in Figure 2.6.1.

Similarly to the segmentation experiment, we must conclude that the accuracy of the
pose estimation is not satisfactory. Even though we expect to find only full profile images,
the pose estimator returns a different (and thus wrong) result in 55% of the cases. Based on
these results, we decided not to use the pose estimator at all in the final system. We believe
that the pose estimation could be improved, if we would train a detector using the video
frames from our scenario.

2.6.3 Algorithm Performance of Ear Recognition

We evaluate the algorithm performance in two evaluation settings that differ by the selec-
tion of the input data. In the first evaluation setting we use manually cropped ROIs, which
means that we do not have a segmentation error. The second evaluation is using input

Thttp://mozart.dis.ulpgc.es/Gias/MODESTO/DetectDemousingViolaJonesxmlfiles.zip
2http://www.ics.uci.edu/~xzhu/face/
Shttp://www.multipie.org/
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data, that has been labelled with quality level L1. These images do hence contain a normal-
ized image of the ear. We use 3D models as references and video data as probes. The CMC
curves of the two evaluation settings are shown in Figure 2.17.

We observe that the performance of the two data sets is similar. The difference in the
slope of the curve is only due to the smaller number of samples in the L1 set. The recog-
nition performance is lowered by differences in the pose and a low image quality of the
ear ROIS. As already mentioned in the section on detection performance, super resolution
could be applied in order to obtain ROIs with a higher quality (i.e. sharper edges, less blur
though block artefacts).

When looking at the recognition performance, we must conclude that the high recogni-
tion rates from the baseline experiments (see chapter 8), could not be achieved with our test
data and the GES-3D system. Further analysis of the system performance in the upcoming
section discusses a number of different reasons for this.

2.6.4 System Performance

The system performance experiment treats the entire ear recognition system as a black
box. We evaluate the system using videos or mugshots as references and 3D images as
probes. We also provide a baseline performance for the existing system, where mugshots
are used as references and video stream are used as probes. The error rates reported in this
experiment are composed of the failure to enrol (FTE) and the false match/false non-match
rate (see Appendix B).

We define the following three test cases. The performance rates for the test cases are
summarized in Figure 2.18. These results could be reproduced in the black-box test on
unseen data (the remaining 100 subjects), which was conducted by our project partner
Fraunhofer IGD.

e 3D references and probes from video: 200 rendered right ear images subjects from
200 subjects as reference and 200 video files with camera viewpoint 3 (one video per
subject with 4 frames per second) as probe images. The remaining three viewpoints
were excluded from the experiment, because the ear regions were too small (view-
point 1) or the quality was reduced through interlacing (viewpoint 4) and motion
blur (viewpoint 2).

e 3D references and probes from mugshots: 400 rendered ear images from left and
right ears of 200 subjects as reference and the corresponding 400 mugshot images
from 5-part sets (also showing left and right ears of 200 subjects).

e Mugshots as references and probes from video: 200 right profile mugshots and from
200 subjects as reference images and 200 video files with camera viewpoint three (one
video per subject with 4 frames per second) as probe images. This test case represents
the typical search operation as it is done in current forensic identification systems.

In general, the system performance evaluation is consistent with the algorithm perfor-
mance. The performance rates in all test cases are poor (close or equal to the coin toss),
especially for test cases where the rendered 3D images are used as references. We conclude
that segmentation errors play a minor role in the overall system performance, though they
may have been more influential if the overall system performance was be higher. The GES-
3D system is the first of its kind and may be regarded as a reference system for future
research projects on the practical application of ear biometrics.

We also observe a noticeable difference between the CMC curve of the test case using
3D images as references (black curve) and the test case using the mugshots as references
(dotted curve). This may have several reasons:
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Figure 2.18: Cumulative match characteristic (CMC) of the system performance for differ-
ent combinations of media types.

e Normalization errors : The normalization algorithm may have introduced a small
alignment error. In conjunction with the local histogram model, that is used for com-
parison, these normalization errors have a considerable impact on the comparison
scores and hence on the recognition performance.

e Resolution and quality : The video quality of a full frame from the surveillance cam-
era has a high quality, however the distance to the subject is so big that the ear region
is small. Due to this, the resolution of the ear images from the video is low, which
leads to blurry and noisy images. Some frames also contain strong motion blur and
compression artefacts. These degradations of the texture information significantly
lowers the recognition performance. Rendered 3D models may also contain deficien-
cies from the 3D representations, such as missing surface patches.

e Cross media / cross sensor comparisons : Although the usage of 3D data as refer-
ences has the potential to improve the robustness to pose variations, different imag-
ing technologies for probe and reference images are used. This means that we have to
deal with cross-sensor artefacts (including different image compression techniques).
The consequence of this is that feature vectors from rendered 3D texture have dif-
ferent properties than feature vectors from the video stream. We must assume that
the feature vectors contain a bias that is introduced by the properties of the imaging
technique

e Pose variations : Pose variations remain a problem in the current system. The poses
in the rendered 3D images and the video frames are slightly different and hence are
an important factor that lowers the performance of the system. The impact of pose
variations can be clearly quantified when comparing the performance rate of com-
parisons between mugshots and rendered 3D images on the one hand and 3D images
and video frames on the other hand.

2.7 Conclusion

The performance rates obtained with the GES-3D datasets are far behind the biometric per-
formance, we obtained using laboratory data (see 8). Although the term “real-life data”
is frequently used in academic literature, many of the described algorithms and systems
are tuned towards the dataset and its underlying constraints. Our results clearly indicate
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that the performance rates of ear recognition for a more realistic dataset are far behind the
performance that is reported for academic data. Keeping in mind that ear recognition is a
valuable amendment for the forensic analysis of facial images, this should be a motivation
to continue working on ear recognition in surveillance scenarios. We are aware that our
data is also collected in a specified laboratory setting and true “real-life data” is likely to
be even more challenging. Compared to the performance achieved by the face recognition
modules from our project partners, the ear recognition module is also behind of what is al-
ready possible for face recognition. Within the limitations in resolution and pose variations
(self-occlusion), the ear recognition module in GES-3D could certainly be improved.

Ear recognition is a promising characteristic, in particular for forensic identification.
The results from GES-3D stress the strong connection between capture scenario and the
performance that can be expected from the recognition system. Even though we achieved
high recognition performance in our experiments using academic datasets, we could not re-
produce these results with the GES-3D system. Ear recognition systems from CCTV footage
needs further research efforts, which should particularly focus on the question of how pose
variations affect the appearance of the outer ear. Moreover, the availability of a suitable
dataset would be a valuable contribution to this goal. Ear recognition systems could also
benefit from existing technology for face recognition, especially in unconstrained scenarios,
where the face recognition community is several steps ahead.
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Chapter 3

Ear Biometrics: A Survey of Detection, Feature
Extraction and Recognition Methods

This paper provides an elaborate overview of the state of the art in ear recognition in 2012,
when this project was launched and it intended to answer research questions Q0: What is
the current state of the art in ear recognition?

This work gives an overview of available databases and compares a large selection of
previous work on segmentation and recognition with respect to the approaches and their
performance indicators. It concludes with a section that outlines future challenges in the
field. Please refer to Appendix C for an additional Survey of the progress in the field since
the publication of this paper.

The paper was published in [147]ANIKA PFLUG, CHRISTOPH BUSCH, Ear Biometrics - A
Survey of Detection, Feature Extraction and Recognition Methods, IET Biometrics, Volume
1, Number 2, pp. 114-129.
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3. EAR BIOMETRICS: A SURVEY OF DETECTION, FEATURE EXTRACTION AND
RECOGNITION METHODS

Abstract

The possibility of identifying people by the shape of their outer ear was first discov-
ered by the French criminologist Bertillon, and refined by the American police officer
Iannarelli, who proposed a first ear recognition system based on only seven features.

The detailed structure of the ear is not only unique, but also permanent, as the ap-
pearance of the ear does not change over the course of a human life. Additionally, the
acquisition of ear images does not necessarily require a person’s cooperation but is nev-
ertheless considered to be non-intrusive by most people.

Because of these qualities, the interest in ear recognition systems has grown signif-
icantly in recent years. In this survey, we categorize and summarize approaches to ear
detection and recognition in 2D and 3D images. Then, we provide an outlook over pos-
sible future research in the field of ear recognition, in the context of smart surveillance
and forensic image analysis, which we consider to be the most important application of
ear recognition characteristic in the near future.

3.1 Introduction

As there is an ever-growing need to automatically authenticate individuals, biometrics has
been an active field of research over the course of the last decade. Traditional means of
automatic recognition, such as passwords or ID cards, can be stolen, faked, or forgotten.
Biometric characteristics, on the other hand, are universal, unique, permanent, and mea-
surable.

The characteristic appearance of the human outer ear (or pinna) is formed by the outer
helix, the antihelix, the lobe, the tragus, the antitragus, and the concha (see Figure 3.1).
The numerous ridges and valleys on the outer ear’s surface serve as acoustic resonators.
For low frequencies the pinna reflects the acoustic signal towards the ear canal. For high
frequencies it reflects the sound waves and causes neighboring frequencies to be dropped.
Furthermore the outer ear enables humans to perceive the origin of a sound.

The shape of the outer ear evolves during the embryonic state from six growth nodules.
Its structure, therefore, is not completely random, but still subject to cell segmentation. The
influence of random factors on the ear’s appearance can best be observed by comparing
the left and the right ear of the same person. Even though the left and the right ear show
some similarities, they are not symmetric [5].

The shape of the outer ear has long been recognized as a valuable means for personal
identification by criminal investigators. The French criminologist Alphonse Bertillon was
the first to become aware of the potential use for human identification through ears, more
than a century ago [26]. In his studies regarding personal recognition using the outer ear in
1906, Richard Imhofer needed only four different characteristics to distinguish between 500
different ears [83]. Starting in 1949, the American police officer Alfred Iannarelli conducted
the first large scale study on the discriminative potential of the outer ear. He collected
more than 10 000 ear images and determined 12 characteristics needed to unambiguously
identify a person [81]. Iannarelli also conducted studies on twins and triplets, discovering
that ears are even unique among genetically identical persons. Even though Iannarelli’s
work lacks a complex theoretical basis, it is commonly believed that the shape of the outer
ear is unique. The studies in [124] and [176] show that all ears of the investigated databases
possess individual characteristics, which can be used for distinguishing between them.
Because of the lack of a sufficiently large ear database, these studies can only be seen as
hints, not evidence, for the outer ear’s uniqueness.

Research about the time-related changes in the appearance of the outer ear has shown,
that the ear changes slightly in size when a person ages [173][125]. This is explained by the
fact that with ageing the microscopic structure of the ear cartilage changes, which reduces
the skin elasticity. A first study on the effect of short periods of time on ear recognition [82]
shows that the recognition rate is not affected by ageing. It must, however, be mentioned
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Figure 3.1: Characteristics of the human ear the German criminal police uses for personal
identification of suspects

that the largest time elapsing difference in this experiment was only 10 months, and it
therefore is still subject to further research whether time has a critical effect on biometric
ear recognition systems or not.

The ear can easily be captured from a distance, even if the subject is not fully coop-
erative. This makes ear recognition particularly interesting for smart surveillance tasks
and for forensic image analysis. Nowadays the observation of characteristics is a standard
technique in forensic investigation and has been used as evidence in hundreds of cases.
The strength of this evidence has, however, also been called into question by courts in the
Netherlands [79]. In order to study the strength of ear prints as evidence, the Forensic
Ear identification Project (FearID) was initiated by nine institutes from Italy, the UK, and
the Netherlands in 2006. In their test system, they measured an EER of 4% and came to
the conclusion that ear prints can be used as evidence in a semi-automated system [13].
The German criminal police use the physical properties of the ear in connection with other
appearance-based properties to collect evidence for the identity of suspects from surveil-
lance camera images. Figure 3.1 illustrates the most important elements and landmarks of
the outer ear, which are used by the German BKA for manual identification of suspects.

In this work we extend existing surveys on ear biometrics, such as [88],[50],[161],[108]
or [164]. Abaza et al. [6] contributed an excellent survey on ear recognition in March 2010.
Their work covers the history of ear biometrics, a selection of available databases and a
review of 2D and 3D ear recognition systems. This work amends the survey by Abaza et al.
with the following:

e A survey of free and publicly available databases.

e More than 30 publications on ear detection and recognition from 2010 to 2012 that
were not discussed in one of the previous surveys.

¢ An outlook over future challenges for ear recognition systems with respect to concrete
applications.

In the upcoming Section we give an overview of image databases suitable for studying
ear detection and recognition approaches for 2D and 3D images. Thereafter, we discuss
existing ear detection approaches on 2D and 3D images. In Section 3.4 we go on to give an
overview of ear recognition approaches for 2D images, and in Section 3.5 we do the same
for 3D images. We will conclude our work by providing an outlook over future challenges
and applications for ear recognition systems.
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3.2 Available Databases for Ear Detection and Recognition

In order to test and compare the detection or recognition performance of a computer vi-
sion system, in general, and a biometric system in particular, image databases of sufficient
size must be publicly available. In this section, we want to give an overview of suitable
databases for evaluating the performance of ear detection and recognition systems, which
can either be downloaded freely or can be licensed with reasonable effort.

3.2.1 USTB Databases

The University of Science and technology in Beijing offers four collections ! ? of 2D ear and
face profile images to the research community. All USTB databases are available under
license.

e Database I: The dataset contains 180 images in total, which were taken from 60 sub-
jects in 3 sessions between July and August 2002. The database only contains images
of the right ear from each subject. During each session, the images were taken under
different lighting conditions and with a different rotation. The subjects were students
and teachers from USTB.

e Database II: Similarly to database I, this collection contains right ear images from stu-
dents and teachers from USTB. This time, the number of subjects is 77 and there were
4 different sessions between November 2003 and January 2004. Hence the database
contains 308 images in total, which were taken under different lighting conditions.

e Database III: In this dataset 79, students and teachers from USTB were photographed
in different poses between November 2004 and December 2004. Some of the ears are
occluded by hair. Each subject rotated his or her head from 0 degrees to 60 degrees
to the right and from 0 degrees to 45 degrees to the left. This was repeated on two
different days for each subject, which resulted in 1600 images in total.

e Database IV: Consisting of 25500 images from 500 subjects taken between June 2007
and December 2008, this is the largest dataset at USTB. The capturing system con-
sists of 17 cameras and, is capable of taking 17 pictures of the subject simultaneously.
These cameras are distributed in a circle around the subject, who is placed in the cen-
ter. The interval between the cameras is 15 degrees. Each volunteer was asked to look
upwards, downwards and eyelevel, which means that this database contains images
at different yaw and pitch poses. Please note that this database only contains one
session for each subject.

3.2.2 UND Databases

The University of Notre Dame (UND) offers a large variety of different image databases,
which can be used for biometric performance evaluation. Among them are five databases
containing 2D images and depth images, which are suitable for evaluation ear recognition
systems. All databases from UND can be made available under license °.

e Collection E: 464 right profile images from 114 human subjects, captured in 2002. For
each user, between 3 and 9 images were taken on different days and under varying
pose and lighting conditions.

e Collection F: 942 3D (depth images) and corresponding 2D profile images from 302
human subjects, captured in 2003 and 2004.

Thttp:/ /www1.ustb.edu.cn/resb/en/doc/Imagedb_123_intro_en.pdf
2http: //wwwl.ustb.edu.cn/resb/en/doc/Imagedb_4_intro_en.pdf
Shttp:/ /csend.edu/ cvrl/CVRL/Data_Sets.html
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Figure 3.2: Example images from the WPUT ear database [66]. The database contains ear
photographs of varying quality and taken under different lighting conditions. Furthermore
the database contains images, where the ear is occluded by hair or by earrings.

Figure 3.3: Example images from IIT Delhi ear database [107].

e Collection G: 738 3D (depth images) and corresponding 2D profile images from 235
human subjects, captured between 2003 and 2005

e Collection J2: 1800 3D (depth images) and corresponding 2D profile images from 415
human subjects, captured between 2003 and 2005 [201].

e Collection NDOff-2007: 7398 3D and corresponding 2D images of 396 human subject
faces. The database contains different yaw and pitch poses, which are encoded in the
file names [64].

3.2.3 WPUT-DB

The West Pommeranian University of Technology has collected an ear database with the
goal of providing more representative data than comparable collections * [66]. The database
contains 501 subjects of all ages and 2071 images in total. For each subject, the database
contains between 4 and 8 images, which were taken on different days and under different
lighting conditions. The subjects are also wearing headdresses, earrings and hearing aids,
and in addition to this, some ears are occluded by hair. In Figure 3.2, some example images
from the database are shown. The presence of each of these disruptive factors is encoded in
the file names of the images. The database can be freely downloaded from the given URL.

3.24 IIT Delhi

The 1T Delhi Database is provided by the Hong Kong Polytechnic University ° [107]. It
contains ear images that were collected between October 2006 and June 2007 at the Indian
Institute of Technology Delhi in New Delhi (see Figure 3.3). The database contains 121

4http: / /ksm.wi.zut.edu.pl/wputedb/
Shttp:/ /wwwé.comp.polyu.edu.hk/&sajaykr /IITD/Database_Ear.htm
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Figure 3.4: SCface example images [71]. These images show examples for the pho-
tographed pictures, not for the pictures collected with the surveillance camera system.

subjects, and at least 3 images were taken per subject in an indoor environment, which
means that the database consists of 421 images in total.

3.2.,5 IIT Kanpur

The IITK database was contributed by the Indian Institute of Technology in Kanpur® [156].
This database consists of two subsets.

e Subset I: This dataset contains 801 side face images collected from 190 subjects. Num-
ber of images acquired from an individual varies from 2 to 10.

e Subset II: The images in this subset were taken from 89 individuals. For each subject
9 images were taken with three different poses. Each pose was captured at three
different scales. Most likely, all images were taken on the same day. It is not stated
whether subset II contains the same subjects as subset I.

3.2.6 ScFace

The SCface database is provided by the Technical University of Zagreb 7[71] and contains
4160 images from 130 subjects. The aim of the database is to provide a database, which is
suitable for testing algorithms under surveillance scenarios. Unfortunately, all surveillance
camera images were taken at a frontal angle, such that the ears are not visible on these
images. However the database also contains a set of high resolution photographs from each
subject, which show the subject at different poses. These poses include views of the right
and left profile, as shown in Figure 3.4. Even though the surveillance camera images are
likely to be unsuitable for ear recognition studies, the high resolution photographs could
be used for examining resistance to pose variations of an algorithm.

3.2.7 Sheffield Face Database

This database was formerly known as the UMIST & database and consists of 564 images of
20 subjects of mixed race and gender. Each subject is photographed in a range of different

Ohttp:/ /www.cse.iitk.ac.in/users/biometrics/
http:/ /www.scface.org/
Shttp:/ /www.sheffield.ac.uk/eee/research/iel /research/face
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Figure 3.5: Some example images from the NKCU face database, showing the same subject
at different angles.

yaw poses, including a frontal view and profile views.

3.28 YSU

The Youngston State University collected a new kind of biometric database for evaluation
forensic identification systems [11]. For each of the 259 subjects, 10 images are provided.
The images are grabbed from a video stream and show the subject in poses between zero
and 90 degrees. This means that the database contains right profile images and a frontal
view image for each subject. It also contains hand drawn sketches from 50 randomly se-
lected subjects from a frontal angle. However this part of the database is not of interest for
ear recognition systems.

3.29 NCKU

The National Cheng Kung University in Taiwan has collected an image database, which
consists of 37 images for each of the 90 subjects. It can be downloaded from the university’s
website’. Each subject is photographed in different angles between -90 degrees (left profile)
and 90 degrees (right profile) in 5 degree steps. In Figure 3.5 some examples are displayed.
Such a series of images is collected at two different days for each of the subjects. All images
were taken under the same lighting conditions and with the same distance between the
subject and the camera.

As this data was originally collected for face recognition, some of the ears are partly
or fully occluded by hair, which make this data challenging for ear detection approaches.
Consequently, only a subset of this database is suitable for ear recognition.

3.2.10 UBEAR dataset

The dataset presented in [165] contains images from the left and the right ear of 126 subjects.
The images were taken under varying lighting conditions and the subjects were not asked
to remove hair, jewelry or headdresses before taking the pictures. The images are cropped
from video stream, which shows the subject in different poses, such as looking towards the
camera, upwards or downwards.

Additionally, the ground truth for the ear’s position is provided together with the
database, which makes it particularly convenient for researches to study the accuracy of
ear detection and to study the ear recognition performance independently from any ear
detection.
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Table 3.1: Summary of automatic ear detection methods for 2D and 3D images

Publication Detection Method Database Perf.
#Img Type

Chen & Bhanu [49] Shape model and ICP 700 3D 87.71%

Chen & Bhanu [47] Helix Shape Model 213 3D 92.6%

Zhou et al. [218] Histograms of Categorized 942 3D 100%
Shapes

Prakash & Gupta [157] connectivity graph 1604 3D 99.38%

Abaza et al. [4] Cascaded adaboost 940 2D 88.72%

Ansari and Gupta [16] Edge detection and curvature 700 2D 93.34%
estimation

Alvarez et a.l [14] Ovoid model NA 2D NA

Arbab-Zavar & Nixon Hough Transform 942 2D 91%

[17]

Arbab-Zavar & Nixon Log-Gabor filters and wavelet 252 2D 88.4%

[18] transform

Attarchi et al. [20] Edge detection and line tracing 308 2D 98.05%

Chen & Bhanu [48] Template Matching with Shape 60 2D 91.5%
index histograms

Cummings et al. [55] Ray transform 252 2D 98.4%

Islam et al. [84] Adaboost 942 2D 99.89%

Jeges & Mate [97] Edge orientation pattern 330 2D 100%

Kumar ef al. [106] Edge clustering and active con- 700 2D 94.29%
tours

Liu & Liu [114] Adaboost and skin color filter- 50 2D 96%
ing

Prakash & Gupta [158] Skin color and graph matching 1780 2D 96.63%

Shih et al. [174] Arc-Masking and AdaBoost 376 2D 100%

Yan & Bowyer [201] Concha Detection and active 415 2D >97.6
contours

Yuan & Mu [209] CAMSHIFT and a contour fit- Video 2D NA

ting
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Original image, edge image and Hough transform [17]

Original image and ray transform [55]

Original image, edge enhanced image and corresponding edge orientation model [97].

Figure 3.6: Examples for different ear detection techniques

3.3 Ear Detection

This section summarizes the state of the art in automatic ear detection in 2D and 3D images
respectively. Basically all ear detection approaches are relying on mutual properties of the
ears morphology, like the occurrence of certain characteristic edges or frequency patterns.
Table 3.1 gives a short overview of the ear detection methods outlined below. The upper
part of the table contains algorithms for 3D ear localization, whereas the lower part lists
algorithms designed for ear detection in 2D images.

Chen and Bhanu propose three different approaches for ear detection. In the approach
from [48] Chen and Bhanu train a classifier, which recognizes a specific distribution of
shape indices, which are characteristic for the ear’s surface. However this approach only
works on profile images and is sensitive to any kind of rotation, scale and pose variation. In
their later ear detection approaches Chen and Bhanu detected image regions with a large
local curvature with a technique they called step edge magnitude [47]. Then a template,
which contains the typical shape of the outer helix and the anti-helix, is fitted to clusters of
lines. In [49] where Chen and Bhanu narrowed the number of possible ear candidates by
detecting the skin region first before the helix template matching is applied on the curvature

http:/ /robotics.csie.ncku.edu.tw /Databases /FaceDetect_PoseEstimate.htm
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lines. By fusing color and curvature information, the detection rate could be raised to 99.3%
on the UCR dataset and 87.71% on UND collection F and a subset of collection G. The UCR
dataset is not publicly available and is hence not covered in Section 3.2. For a description
of this dataset see [6].

Another example for ear detection using contour lines of the ear is described by At-
trachi ef al. [20]. They locate the outer contour of the ear by searching for the longest
connected edge in the edge image. By selecting the top, bottom, and left points of the de-
tected boundary, they form a triangle with the selected points. Further the barycenter of
the triangle is calculated and selected as reference point for image alignment. Ansari ef al.
also use an edge detector in the first step of their ear localization approach [16]. The edges
are separated into two categories, namely convex and concave. Convex edges are chosen
as candidates for representing the outer contour. Finally the algorithm connects the curve
segments and selects the figure enclosing the largest area for being the outer ear contour.
It should be noted that the IITK database and USTB II already contain cut-out ear images.
Hence it can be put into question, whether the detection rates of 93.34% and 98.05% can be
reproduced under realistic conditions.

A recent approach on 2D ear detection using edges is described by Prakash and Gupta
in [158]. They combine skin segmentation and categorization of edges into convex and con-
cave edges. Afterwards the edges in the skin region are decomposed into edge segments.
These segments are composed to form an edge connectivity graph. Based on this graph the
convex hull of all edges, which are believed to belong to the ear, is computed. The enclosed
region is then labeled as the ear region. In contrast to [20], Prakash and Gupta prove the
feasibility of edge-based ear detection on full profile images, where they achieved a detec-
tion rate of 96.63% on a subset of the UND-J2 collection. In [157] propose the same edge
connectivity for ear recognition on 3D images. Instead of edges, they use discontinuities
in the depth map for extracting the initial edge image and then extract the connectivity
graph. In their experiments, they use the 3D representations of the same subset as in [158]
and report a detection rate of 99.38%. Moreover they show that the detection rate of their
graph-based approach is not influence by rotation and scale.

Jedges and Mate propose another edge-based ear detection approach, which is likely to
be inspired by fingerprint recognition techniques. They train a classifier with orientation
pattern, which were previously computed from ear images. Like other naive classifiers,
their method is not robust against rotation and scale. Additionally the classifier is likely to
fail under large pose variations, because this will affect the appearance of the orientation
pattern.

Abaza et al. [4] and Islam et al. [86] use weak classifiers based on Haar-wavelets in
connection with AdaBoost for ear localization. According to Islam et al., the training of
the classifier takes several days, however once the classifier is set up, ear detection is fast
and effective. Abaza et al. use a modified version of AdaBoost and report a significantly
shorter training phase. The effectiveness of their approach is proved in evaluations on five
different databases. They also include some examples of successful detections on images
from the internet. As long as the subject’s pose does not change, weak classifiers are suit-
able for images which contain more than one subject. Depending on the test set Abaza et
al. achieved a detection rate between 84% and 98.7% on the Sheffield Face database. On
average, their approach successfully detected 95% of all ears.

Yan and Bowyer developed an ear detection method which fuses range images and
corresponding 2D color images [201]. Their algorithm starts by locating the concha and
then uses active contours for determining the ear’s outer boundary. The concha serves
as the reference point for placing the starting shape of the active contour model. Even
though the concha is easy to localize in profile images, it may be occluded if the head pose
changes or if a subject is wearing a hearing aid or ear phones. In their experiments Yan
and Browyer only use ear images with minor occlusions where the concha is visible; hence
it could neither be proved nor disproved whether their approach is capable of reliably
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detecting ears if the concha is occluded.

Yuan and Mu developed a method for real-time ear tracking in video sequences by
applying Continuously Adaptive Mean Shift (CAMSHIFT) to video sequences [209]. The
CAMSHIFT algorithm is frequently used in face tracking applications and is based on re-
gion matching and a skin color model. For precise ear segmentation, the contour fitting
method based on modified active shape models, which have been proposed by Alvarez et
al. is applied [14]. Yuan and Mu report a detection rate of 100%, however the test database
only consisted of two subjects. Nevertheless their approach appears to be very promising
for surveillance applications but needs to be further evaluated in more realistic test scenar-
ios.

Shih et al. determine ear candidates by localizing arc-shaped edges in an edge image.
Subsequently the arc-shaped ear candidates are verified by using an Adaboost classifier.
They report a detection rate 100% on a dataset, which consists of 376 images from 94 sub-
jects.

Zhou et al. train a 3D shape model in order to recognize the histogram of shape indexes
of the typical ear [218]. Similarly to the approaches of Abaza et al. and Islam et al., a sliding
window of different sizes is moved over the image. The ear descriptor proposed by Zhou
et al. is built from concatenated shape index histograms, which are extracted from sub-
blocks inside the detection window. For the actual detection, an SVM classifier is trained to
decide whether an image region is the ear region or not. As far as we know, this is the first
ear detection approach, which does not require having corresponding texture images in
addition to the range image. Zhou et al. evaluated their approach on images from the UND
collections and report a detection rate of 100%. It should be noted that this approach was
not tested under rotation, pose variations and major occlusions, but under the impression
of the good performance, we think this is an interesting task for future research.

Ear detection methods based on image transformations have the advantage of being
robust against out-of-plane rotations. They are designed to highlight specific properties of
the outer ear, which occur in each image where the ear is visible no matter in which pose the
ear has been photographed. In [17] the Hough transform is used for enhancing regions with
a high density of edges. In head profile images, a high density of edges especially occurs
in the ear region (see Figure 3.3). In [17] it is reported that the Hough transform based
ear detection gets trapped when people wear glasses since the frame introduces additional
edges to the image. This especially occurs in the eye and nose region. The ear detection
approach based on Hough transform was evaluated on the images in the XM2VTS database
(see [6] for a detailed database description), where a detection rate of 91% was achieved.

The ray transform approach proposed in [55] is designed to detect the ear in different
poses. Ray transform uses a light ray analogy to scan the image for tubular and curved
structures like the outer helix. The simulated ray is reflected in bright tubular regions and
hence these regions are highlighted in the transformed image. However, the ray transform
also highlights straight edges and edges from other objects, such as hair and glasses (see
Figure 3.3). Using this method Alastair et al. achieved am impressive recognition rate of
98.4% on the XM2VTS database. Hence, the ray transform approach by Cummings et al.
outperforms Hough transform, most likely because it is more robust against disruptive
factors such as glasses or hair.

A recent approach for 2D ear detection is described in [106]. Kumar et al. propose to
extract ears from 2D images by using edge images and active contours. They evaluate their
approach on a database, which consists of 100 subjects with 7 images per subject. A special
imaging device was used for collecting the data. This device makes sure that the distance to
the camera is constant and that the lighting conditions are the same for all images. Within
this setting a detection rate of 94.29% is reported.

When putting ear detection into practice, robustness against pose variation and occlu-
sion is of great importance. Nevertheless, most of the ear detection methods described
above were not tested with realistic occlusion scenarios, such as occlusion by hair, jew-
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Concentric Circles [52] SIFT features [19]

Active Contour [97] Force Field [80]

Figure 3.7: Examples for feature extraction for 2D ear images.

ellery or headdresses. A possible reason for this may be the lack of databases containing
appropriate images, but this gap has been filled recently by different working groups, who
contributed appropriate datasets (see Section 3.2). Furthermore, to our best knowledge
there are no investigations on the effect of occlusion in 3D ear images.

3.4 2D Ear Recognition

Each ear recognition system consists of a feature extraction and a feature vector compar-
ison step. In this survey we divide ear recognition approaches into four different sub-
classes namely holistic approaches, local approaches, hybrid approaches and statistical ap-
proaches.

In Tables 3.2 and 3.3 all 2D ear recognition approaches mentioned in this paper are
summarized in chronological order.

3.4.1 Holistic Descriptors

Another approach, which has gained some popularity is the Force Field Transform by Hur-
ley [80]. The Force Field transformation approach assumes that pixels have a mutual at-
traction proportional to their intensities and inversely to the square of the distance between
them rather like Newton’s universal law of gravitation. The associated energy field takes
the form of a smooth surface with a number of peaks joined by ridges (see Figure 3.4.1).
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Table 3.2: Summary of approaches for 2D ear recognition, part 1. Unless stated differently,
performance always refers to rank-1 performance.

Publication Summary Database Perf.
# Subj #Img

Burge and Burger Vornoi Distance Graphs NA NA NA

[35]

Yuan and Mu [207] Full Space LDA with Outer 79 1501 86.76%
Helix Feature Points

Hurley [80] Force Field Transform 63 252 99%

Moreno et al. [128] Geometric features with 28 268 93%
Compression Network

Yuizono et al. [210] Genetic Local Search 110 660 99%

Victor et al. [180] PCA 294 808 40%

Chang et al. [46] PCA 114 464 72.7%

Abdel-Mottaleb and Modified Force Field Trans- 29 58 87.9%

Zhou [7] form

Mu et al. [129] Geometrical measures on 77 308 85%
edge images

Abate et al. [1] General Fourier Descriptor 70 210 88%

Luetal [119] Active Shape Model and 56 560 93.3%
PCA

Yuan et al. [206] Non-Negative Matrix Fac- 77 308 91%
torization

Arbab-Zavar ef al SIFT points from ear model 63 252 91.5%

[19]

Jedges and Mate [97] Distorted Ear Model with 28 4060 5.6% EER
feature points

Liuet al. [115] Edge-based features from 60 600 97.6%
different views

Nanni and Lumini Gabor Filters and SFFS 114 464 80%

[132]

Rahman et al. [163] Geometric Features 100 350 87%

Sana et al. [169] Haar Wavelets and Ham- 600 1800 98.4%
ming Distance

Arbab-Zavar and Log-Gabor Filters 63 252 85.7 %

Nixon [18]

Choras [52] Geometry of ear outline 188 376 86.2%
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Table 3.3: Summary of approaches for 2D ear recognition, part 2. Unless stated differently,

performance always refers to rank-1 performance.

Publication Summary Database Perf.
# Subj #Img
Dong and Mu [63] Force Field Transform and 29 711 75.3%
NKFDA
Guo and Xu [72] Local Binary Pattern and 77 308 93.3%
CNN
Nasseem et al. [133] Sparse representation 32 192 96.88%
Wang et al. [192] Haar Wavelets and Local Bi- 79 395 92.41%
nary Patterns
Xie and Mu [198] Locally Linear Embedding 79 1501 80%
Yaqubi et al. [204] HMAX and SVM 60 180 96.5%
Zhang and Mu [215] Geometrical Features, ICA 77 308 92.21
and PCA with SVM
Badrinath and Gupta SIFT landmarks from ear 106 1060 95.32%
[21] model
Kisku ef al. [102] SIFT from different Color 400 800 96.93%
Segments
Wang and Yuan [189] Low-Order Moment Invari- 77 308 100%
ants
Alaraj et al.. [12] PCA with MLFFNNs 17 85 96%
Bustard et al. [39] SIFT Point Matches 63 252 96%
De Marisco et al. [60] Partitioned Iterated Function 114 228 61%
System (PIFS)
Gutierrez et al. [73] MNN with Sugeno Measures 77 308 97%
and SCG
Wang et al. [191] Moment Invariants and BP NA 60 91.8%
Neural Network
Wang and Yuan [190] Gabor Wavelets and GDA 77 308 99.1%
Prakash and Gupta SURF and NN classifier 300 2066 2.25%
[156] EER
Kumar et al. [106] SIFT 100 700 95%
GAR,
0.1%
FAR
Wang and Yan [193] Local Binary Pattern and 77 308 100%
Wavelet Transform
Kumar and Wu [107] Phase encoding with Log Ga- 221 753 95.93%

bor filters
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Using this method, Hurley et al. achieved a rank-1 performance of more than 99% on the
XM2VTS database (252 images). Building on these results, Abdel-Mottaleb and Zhou use
a 3D representation of the force field for extracting points lying on the peak of the 3D force
field [7]. Because the force field converged at the outline of the ear, the peaks in the 3D
representation basically represent the ear contour. Nonetheless, the force field method is
more robust against noise than other edge detector, such as Sobel or Canny. Using this ap-
proach, Abdel-Mottaleb and Zhou achieved a rank-1 performance of 87.93% on a dataset
with consists of 103 ear images from 29 subjects.

Dong and Mu [63] add pose invariance to the edges, which are extracted by using the
force field method. This is achieved with null space kernel fishier discriminant analy-
sis (NKFDA), which has the property of representing non-linear relations between two
datasets. Dong and Mu conducted experiments on the USTB IV dataset. Before feature
extraction, the ear region was cropped out manually from the images and the pose is nor-
malized. For pose variations of 30 degrees they report a rank-1 recondition rate of 72.2%.
For pose variations of 45 degrees the rank-1 performance dropped to 48.1%.

In a recent publication of Kumar and Wu [107] they present an ear recognition approach,
which uses the phase information of Log-Gabor filters for encoding the local structure of
the ear. The encoded phase information is stored in normalized grey level images. In the
experiments, the Log-Gabor approach outperformed force field features and a landmark-
based feature extraction approach. Moreover, different combinations of Log-Gabor filters
were compared with each other. The rank-e performance for the Log-Gabor approaches
ranges between 92.06% and 95.93% on a database which contains 753 images from 221
subjects.

The rich structure of the outer ear results in specific texture information, which can
be measured using Gabor filters. Wang and Yuan [190] extract local frequency features by
using a battery of Gabor filters and then select the most distinctive features by using general
discriminant analysis. In their experiments on the USTB II database, they compared the
performance impact of different settings for the Gabor filters. Different combinations of
orientation and scales in the filter sets are compared with each other and it was found that
neither the number of scales nor the number of orientations has a major impact on the rank-
1 performance. The total rank-1 performance of Wang and Yuan’s approach is 99.1%. In a
similar approach Arbab-Zavar and Nixon [18] measured the performance of Gabor filters
in the XM2VTS database where they report a rank-1 performance of 91.5%. A closer look
at the Gabor filter response showed that the feature vectors are corrupted by occlusion or
other disruptive factors. In order to overcome this, a more robust comparison method is
proposed, which resulted in an improved recognition rate of 97.4%.

Abate et al. [1] use a generic Fourier descriptor for rotation and scale invariant fea-
ture representation. The image is transformed into a polar coordinate system and then
transformed into frequency space. In order to make sure, that the centroid of the polar
coordinate system is always at the same position, the ear images have to be aligned before
they can be transformed into the polar coordinate system. The concha serves as a reference
point for the alignment step, such that the center point of the polar coordinate system is
always located in the concha region. The approach was tested on a proprietary dataset,
which contains 282 ear images in total. The images were taken on two different days and
in different roll and yaw poses. The rank-1 performance of the Fourier descriptor varies
depending on the pose angle. For 0 degrees pose variation the rank-1 performance is 96%,
but if different poses are included in the experiments, it drops to 44% for 15 degrees and
19% for 30 degres.

In the work of Fooprateepsiri and Kurutach exploit the concepts of multi-resolution
Trace transform and Fourier transform. The input images from the CMU PIE database are
serialized by using the trace transform and stored in a feature vector. The advantage of
the trace transform is that the resulting feature vector is invariant to rotations and scale.
Furthermore Fooprateepsiri and Kurutach show that their descriptor is also robust against
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pose variations. In total they report a rank-1 performance of 97%.

Sana et al. use selected wavelet coefficients extracted during Haar-Wavelet compression
for feature representation [169]. While applying the four level wavelet transform several
times on the ear image, for each iteration they store one of the derived coefficients in a
feature vector. The reported accuracy of their algorithm is 96% and was achieved on the
basis of the IITK database and on the Saugor database (350 subjects).

A feature extraction system called PIFS is proposed by De Marisco et al. [60]. PIFS mea-
sures the self-similarity in an image by calculating affine translations between similar sub
regions of an image. In order to make their system robust to occlusion, De Marisco et al.
divided the ear image into equally large tiles. If one tile is occluded, the other tiles still
contain a sufficiently distinctive set of features. De Marisco ef al. could show that their ap-
proach is superior to other feature extraction methods under the presence of occlusion. The
experiments of De Marisco et al. have been conducted in order to assess the system perfor-
mance in different occlusion scenarios. The basis for these tests was the UND collection E
and the first 100 subjects of the FERET database. If occlusion occurs on the reference image,
a rank-1 performance of 61% (compared to 40% on average with other feature extraction
methods) is reported. Without occlusion, the rank-1 performance is 93%.

Moment invariants are a statistical measure for describing specific properties of a shape.
Wang et al. [191] compose six different feature vectors by using seven moment invari-
ants. They also show that each of the moment invariants is robust against changes in scale
and rotation. The feature vectors are used as the input for a back propagation neural net-
work which is trained to classify the moment invariant feature sets. Based on a proprietary
database of 60 ear images, they report a rank-1 performance of 91.8%. In [189] Wang and
Yuan compare the distinctiveness of different feature extraction methods on the USTB I
database. They compare the rank-1 performance of Fourier descriptors, Gabor-Transform,
Moment Invariants and statistical features and come to the conclusion that the highest
recognition rate can be achieved by using moment invariants and Gabor transform. For
both feature extraction methods Wang and Yuan report a rank-1 performance or 100%.

3.4.2 Local Descriptors

Scale invariant Feature Transform (SIFT) is known to be a robust way for landmark extrac-
tion even in images with small pose variations and varying brightness conditions [118].
SIFT landmarks contain a measure for local orientation; they can also be used for estimat-
ing the rotation and translation between two normalized ear images. Bustard et al. showed
that SIFT can handle pose variations up to 20 degrees [39]. However it is not a trivial
to assign a SIFT landmark with its exact counterpart, especially in the presence of pose
variations. In highly structured image regions, the density and redundancy of SIFT land-
marks is so high, that exact assignment is not possible. Hence the landmarks have to be
filtered before the actual comparison can start. Arbab-Zavar et al. [19] as well as Badri-
nath and Gupta [21] therefore train a reference landmark model, which only contains a
small number of non-redundant landmarks. This landmark model is used for filtering the
SIFT landmarks, which were initially detected in the probe and reference ear. Having the
filtered landmarks it is possible to assign each of the landmarks with its matching counter-
part. Figure 3.7 shows an example for SIFT landmarks extracted from ear images, which
were used as training data for the reference landmark model in the work of Arbab-Zavar
et al.. Because Arbab-Zavar et al. also used the XM2VTS database for evaluation, their re-
sults can be directly compared to the rank-1 performance reported by Bustard and Nixon.
Arbab-Zavar et al. achieved a rank-1 performance of 91.5%. With the more recent approach
by Bustard and Nixon the performance could be improved to 96%. Using the IIT Delhi
database Kumar et al. report a GAR of 95% and a FAR of 0.1% when using SIFT feature
points.

Kisku et al. address the problem of correct landmark assignment by decomposing the
ear image into different color segments [102]. SIFT landmarks are extracted from each seg-
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ment separately, which reduces the chance of assigning SIFT landmarks that are not repre-
senting the same features. Using this approach, Kisku ef al. achieve a rank-1 performance
of 96.93%.

A recent approach by Prakash and Gupta [156] fuses Speeded Up Robust Features
(SUREF) [23] feature points from different images of the same subject. They propose to use
several input images for enrolment and to store all SURF feature points in the fused feature
vector, which could be found in the input images. These feature sets are then used for train-
ing a nearest neighbor classifier for assigning two correlated feature points. If the distance
between two SUREF feature points is less than a trained threshold, they are considered to
be correlated. The evaluation of this approach was carried out on the UND collection E
and the two subsets of the IIT Kanpur database. Prakash and Gupta tested the influence of
different parameters for SURF features and for the nearest neighbor classifier. Depending
on the composition of the parameters the EER varies between 6.72% and 2.25%.

Choras proposes a set of geometric feature extraction methods inspired by the work of
Iannarelli [52]. He proposes four different ways of feature location in edge images. The
concentric circles method uses the concha as reference points for a number of concentric
circles with predefined radii. The intersection points of the circles and the ear contours are
used as feature points (see Figure 3.7.). An extension of this is the contour tracing method,
which uses bifurcations, endpoints and intersecting points between the ear contours as
additional features. In the angle representation approach, Choras draws concentric circles
around each center point of an edge and uses the angles between the center point and
the concentric circles intersecting points for feature representation. Finally the triangle
ratio method determines the normalized distances between reference points and uses them
for ear description. Choras conducted studies on different databases where he reported
recognition rates between 86.2% and 100% on a small database off 12 subjects and a false
reject rate between 0% and 9.6% on a larger database with 102 ear images.

Similar approaches which are using the aspect ratio between reference points on the
ear contours are proposed by Mu et al. with a rank-1 performance of 85% on the USTB
II database [129] and Rahman et al. [163]. Rahman et al. evaluated their approach on a
database, which consists of 350 images from 100 subjects. They report a rank-1 performance
of 90%. For images, which were taken on different days the rank-1 performance dropped
to 88%.

Local binary patterns (LBP) are a technique for feature extraction on the pixel level.
LBP encode the local neighborhood of a pixel by storing the difference between the exam-
ined pixel and its neighbors. Guo et al. extract LBP from the raw ear images and create
histograms describing the distribution of the local LBP. Then a cellular neural network is
trained to distinguish between the LBP of different subjects in the USTB II database [72].

In the by Wang and Yan [193] the dimensionality of the feature vector is reduced with
linear discriminant analysis before a Euclidean distance measure quantifies the similarity
of two feature vectors. Wang and Yan evaluated their approach on the USTB II dataset and
report a rank-1 performance of 100%.

3.4.3 Hybrid Approaches

The approach of Jedges and Mate is twofold [97]. In a first feature extraction step they
generate an average edge model from a set of training images. These edges represent the
outer helix contour as well as the contours of the antihelix, the fossa triangularis and the
concha. Subsequently each image is enrolled by deforming the ear model until it fits the
actual edges displayed in the probe ear image. The deformation parameters, which were
necessary for the transformation, are the first part of the feature vector. The feature vector
is completed by adding additional feature points lying on intersections between a prede-
fined set of axes and the transformed main edges. The axes describe the unique outline
of ear. Figure 3.7 shows the edge enhanced images with fitted contours together with the
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additional axes for reference point extraction. They report an EER of 5.6% using a database
with cropped images and without pose variations.

Liu et al. combine front and backside view of the ear by extracting features using the
triangle ratio method and Tchebichef moment descriptors [115]. Tchebichef moments are
a set of orthogonal moment functions based on discrete Tchebichef polynomials and have
been introduced as a method for feature representation in 2001 [131]. The backside of the
ear is described by a number of lines that are perpendicular to the longest axis in the ear
contour. These lines measure the local diameter of the auricle at predefined points. The
rank-1 performance of this combined approach is reported to be 97.5%. If only the front
view is used, the rank-1 performance is 95% and for the backside images, Liu et al. report
86.3% rank-1 performance.

Lu et al. [119] as well as Yuan and Mu [207] use the active shape model for extracting
the outline of the ear. Lu et al. are using manually cropped ear images from 56 subjects in
different poses. A feature extractor stores selected points on the outline of the ear together
with their distance to the tragus. Before applying a linear classifier, the dimensionality of
the feature vectors is reduced by principal component analysis (PCA). Lu et al. compare
the rank-1 performance of pipelines where only the left or the right ear was used for iden-
tification and also show that using both ears increases the rank-1 performance from 93.3%
to 95.1%. In the USTB III database Yuan and Mu report a rank-1 performance of 90% if
the head rotation is lower than 15 degrees. For rotation angles between 20 degrees and 60
degrees the rank-1 performance drops to 80%.

3.4.4 Classifiers and Statistical Approaches

Victor et al. were the first research group to transfer the idea of using the Eigen space from
face recognition to ear recognition [180]. They reported that the performance of the ear as a
feature is inferior to the face. This may be due to the fact that in their experiments Victor et
al. considered the left and the right ear to be symmetric. They used the one ear for training
and the other ear for testing, which could have lowered the performance of PCA in this
case. The reported rank-1 performance is 40%. With a rank-1 performance of 72.2% in the
UND collection E, Chang et al. [46] report a significantly better performance than Victor et
al.. Alaraj et al. [12] published another study, where PCA is used for feature representation
in ear recognition. In their approach a multilayer feed forward neural network was trained
for classification of the PCA based feature components. The observed a rank-1 performance
of 96%, and hence improved the previous results by Victor ef al. and Chang ef al.. However
it should be noticed that this result is only based on a subset of one of the UND collections,
which consists of 85 ear images from 17 subjects.

Zhang and Mu conducted studies on the effectiveness of statistical methods in com-
bination with classifiers. In [215] they show that independent component analysis (ICA)
is more effective on the USTB I database than PCA. They first used PCA and ICA for re-
ducing the dimensionality of the input images and then trained an SVM for classifying the
extracted feature vectors. Furthermore the influence of different training set sizes on the
performance was measured. Depending on the size of the training set the rank-1 perfor-
mance for PCA varies between 85% and 94.12%, whereas the rank-1 performance for ICA
varies between 91.67% and 100%.

Xie and Mu [198] propose an improved locally linear embedding (LLE) algorithm for re-
ducing the dimensionality of ear features. LLE is a technique for projecting high-dimensional
data points into a lower dimensional coordinate system while preserving the relationship
between the single data points. This requires the data points to be labeled in some way,
so that their relationship is fixed. The improved version of LLE by Xie and Mu eliminated
the problem by using a different distance function. Further Xie and Mu show, that LLE is
superior to PCA and Kernel PCA, if the input data contains pose variations. Their studies
were conducted on the USTB III database showed that the rank-1 performance of regular
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LLE ( 43%) is improved significantly by their method to 60.75%. If the pose variation is
only 10 degrees, the improved LLE approach achieved a rank-1 performance of 90%.

In their approach Nanni and Lumini [132] propose to use Sequential Forward Float-
ing Selection (SFFS), which is a statistical iterative method for feature selection in pattern
recognition tasks. SFFS tries to find the best set of classifiers by creating a set of rules, which
best fits the current feature set. The sets are created by adding one classifier at a time and
evaluating its discriminative power with a predefined fitness function. If the new set of
rules outperforms the previous version, the new rule is added to the final set of rules. The
experiments were carried out on the UND collection E and the single classifiers are fused
by using the weighted sum rule. SFFS selects the most discriminative sub-windows which
correspond to the fittest set of rules. Nanni and Lumini report a rank-1 recognition rate
of 80% and a rank-5 recognition rate of 93%. The EER varies between 6.07% and 4.05%
depending on the number of sub-windows used for recognition.

Yiuzono et al. consider the problem of finding corresponding features in ear images as
an optimization problem and apply genetic local search for solving it iteratively [210]. They
select local sub windows with varying size as the basis for the genetic selection. In [210]
Yiuzono et al. present elaborated results, which describe the behavior of genetic local search
under different parameters, such as different selection methods and different numbers of
chromosomes. On a database of 110 subjects they report a recognition rate of 100%.

Yaqubi et al. use features obtained by a combination of position and scale-tolerant edge
detectors over multiple positions and orientations of the image [204]. This feature ex-
traction method is called HMAX model and is inspired by the visual cortex of primates
and combines simple features to more complex semantic entities. The extracted features
are classified with an SVN and a kNN. The rank-1 performance on a small dataset of 180
cropped ear images from 6 subjects varies between 62% and 100% depending on the kind
of basis features.

Moreno et al. implement a feature extractor, which locates seven landmarks on the ear
image, which correspond to the salient points from the work of Iannarelli. Additionally
they obtain a morphology vector, which describes the ear as a whole. These two features
are used as the input for different neural network classifiers. They compare the perfor-
mance of each of the single feature extraction techniques with different fusion methods.
The proprietary test database is composed of manually cropped ears from 168 from 28
subjects. The best result of 93% rank-1 performance was measures using a compression
network. Other configurations yielded error rates between 16% and 57%.

Gutierrez et al. [73] divide the cropped ear images into three equally sized parts. The
upper part shows the helix, the middle part shows the concha and the lower part shows
the lobule. Each of these sub images is decomposed by wavelet transform and then fed
into a modular neural network. In each module of the network a different integrators and
learning functions was used. The results of each of the modules are fused in the last step
for obtaining the final decision. Depending on the combination between integrator and
learning function, the results vary between 88.4% and 97.47% rank-1 performance on the
USTB I database. The highest rank-1 performance is achieved with Sugeno measure and
conjugate gradient.

In [133] Nasseem et al. propose a general classification algorithm based on the theory
of compressive sensing. They assume that most signals are compressible in nature and
that any compression function results in a sparse representation of this signal. In their ex-
periments in the UND database and the FEUD database, Nasseem et al. show that their
sparse representation method is robust against pose variations and varying lighting con-
ditions. The rank-1 performance varied between 89.13% and 97.83%, depending on the
dataset used in the experiment.

49



3. EAR BIOMETRICS: A SURVEY OF DETECTION, FEATURE EXTRACTION AND
RECOGNITION METHODS

Table 3.4: Summary of approaches for 3D ear recognition. Performance (Perf.) always
refers to rank-1 performance.

Publication Comparison Method Database Perf.
# Subj #Img

Cadavid et al. [40] ICP and Shape from 462 NA 95%
shading

Chen and Bannu [49] Local Surface Patch 302 604 96.36%

Chen and Bhanu [47] ICP Contour Match- 52 213 93.3%
ing

Liu and Zhang [116] Slice Curve Matching 50 200 94.5%

Islam et al. [85] ICP with reduced 415 830 93.98%
meshes

Islam et al. [87] Local Surface Fea- 415 830 93.5%
tures  with  ICP-
Matching

Passalis et al. [144] Reference ear model 525 1031 94.4%
with morphing

Yan and Bowyer ICP using voxels 369 738 97.3%

[200]

Yan and Bowyer ICP using Model 415 1386 97.8%

[201] Points

Zheng et al. [211] Local Binary Patters 415 830 96.39%

Zhou et. al. [219] Surface Patch His- 415 830 98.6%, 1.6% EER

togram and voxeliza-

tion

3.5 3D Ear Recognition

In 2D ear recognition pose variation and variation in camera position, so-called out-of-
plane-rotations, are still unsolved challenges. A possible solution is using 3D models in-
stead of photos as references, because a 3D representation of the subject can be adapted to
any rotation, scale and translation. In addition to that, the depth information contained in
3D models can be used for enhancing the accuracy of an ear recognition system. However,
most 3D ear recognition systems tend to be computationally expensive. In Table 3.4 all 3D
ear recognition systems described in this section are summarized.

Although ICP is originally designed to be an approach for image registration, the regis-
tration error can also be used as a measure for the dissimilarity of two 3D images. Because
ICP is designed to be a registration algorithm, it is robust against all kinds of translation
or rotations. However ICP tends to stop too early, because it gets stuck in local minima.
Therefore ICP requires the two models to be coarsely pre-aligned before fine alignment us-
ing ICP can be performed. Chen and Bhanu extract point clouds from the contour of the
outer helix and the register these points with the reference model by using ICP [47]. In a
later approach Chen and Bhanu use local surface patches (LSP) instead of points lying on
the outer helix [49]. As the LSP consist or fewer points than the outer helix, this reduces the
processing time while enhancing the rank-1 performance from 93.3% with the outer helix
points to 96.63 % with LSP.

Yan and Browyer decompose the ear model into voxels and extract surface features from
each of these voxels. For speeding up the alignment process, each voxel is assigned an in-
dex in such a way that ICP only needs to align voxel pairs with the same index [200] (see
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Figure 3.8). In [201] Yan and Browyer propose the usage of point clouds for 3D ear recog-
nition. In contrast to [47] all points of the segmented ear model are used. The reported
performance measures of 97.3% in [200] and 97.8% in [201] is similar but not directly com-
parable, because different datasets were used for evaluation.

Cadavid et al. propose a real-time ear recognition system, which reconstructs 3D models
from 2D CCTV images using the shape from shading technique [41]. Thereafter the 3D
model is compared to the reference 3D images, which are stored in the gallery. Model
alignment as well as the computation of the dissimilarity measure is done by ICP. Cadavid
et al. report a recognition rate of 95% on a database of 402 subjects. It is stated in [41] that
the approach has difficulties with pose variations. In [219] Zhou et. al. use a combination
of local histogram features voxel-models. Zhou et. al. report that their approach is faster
and with an EER of 1.6% it is also more accurate than the ICP-based comparison algorithms
proposed by Chen and Bhanu and Yan and Browyer.

Simlarly to Cadavid et al., Liu et al. reconstruct 3D ear models from 2D views [115].
Based on the two images of a stereo vision camera, a 3D representation of the ear is derived.
Subsequently the resulting 3D meshes serve as the input for PCA. However Liu et al. do not
provide any results concerning the accuracy of their system but since they did not publish
any further results on their PCA mesh approach, it seems that it is no longer pursued.

Passalis et al. go a different way for comparing 3D ear models in order to make com-
parison suitable for a real-time system [144]. They compute a reference ear model which
is representative for the average human ear. During enrolment, all reference models are
deformed until they fit the reference ear model. All translations and deformations, which
were necessary to fit the ear to the reference model are then stored as features. If a probe for
authentication is given to the system, the model is also adapted to the annotated ear model
in order to get the deformation data. Subsequently the deformation data is used to search
for an associated reference model in the gallery. In contrast to the previously described
systems, only one deformation has to be computed per authentication attempt. All other
deformation models can be computed before the actual identification process is started.
This approach is reported to be suitable for real-time recognition systems, because it takes
less than 1 milliseconds for comparing two ear templates. The increased computing speed
is achieved by lowering the complexity class from O(n)? for ICP-based approaches to O(n)
for their approach. The rank-1 recognition rate is reported to be 94.4%. The evaluation is
based on non-public data, which was collected using different sensors.

Heng and Zhang propose a feature extraction algorithm based on slice curve compari-
son, which is inspired by the principles of computer tomography [116]. In their approach
the 3D ear model is decomposed into slices along the orthogonal axis of the longest dis-
tance between the lobule and the uppermost part of the helix. The curvature information
extracted from each slice is stored in a feature vector together with an index value indi-
cating the slice’s former position in the 3D model. For comparison the longest common
sequence between two slice curves with similar indexes is determined. Their approach is
only evaluated on a non-public dataset, which consists of 200 images from 50 subjects. No
information about pose variations or occlusion during the capturing experiment is given.
Heng and Zhang report a rank-1 performance of 94.5% for the identification experiment
and 4.6%EER for the verification experiment.

Islam et al. reconnect point clouds describing 3D ear models to meshes and iteratively
reduce the number of faces in the mesh [85]. These simplified meshes are then aligned with
each other using ICP and the alignment error is used as the similarity measure for the two
simplified meshes. In a later approach Islam et al. extract local surface patches as shown
in Figure 3.9 and use them as features [86]. For extracting those LSP, a number of points is
selected randomly from the 3D model. Then the data points which are closer to the seed
point than a defined radius are selected. PCA is then applied to find the most descriptive
features in the LSP. The feature extractor repeats selecting LSP until the desired number of
features has been found. Both approaches were evaluated using images from UND. The
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Figure 3.8: Examples for surface features in 3D ear images. The left image shows an ex-
ample for ICP-based comparison as proposed in [47], whereas the right figure illustrates
feature extraction from voxels as described in [200].

Figure 3.9: Example for local surface patch (LSP) features as proposed in [86]

recognition rate reported for [85] is 93.98% and the recognition rate reported for [86] is
93.5%. However, none of the approaches has been tested with pose variation and different
scaling.

Zheng et al. extract the shape index at each point in the 3D model and use it for project-
ing the 3D model to 2D space [211]. The 3D shape index at each pixel is represented by a
grey value at the corresponding position in the 2D image. Then SIFT features are extracted
from the shape index map. For each of the SIFT points a local coordinate system is calcu-
lated where the z-axis correspondents to the feature point’s normal. Hence the z-values
of the input image are normalized according to the normal of the SIFT feature point they
were assigned to. As soon as the z values have been normalized, they are transformed into
a grey level image. As a result, Zheng et al. get a local grey level image for each of the
selected SIFT features. Next LBP are extracted for feature representation in each of these
local grey level images. Comparison is first performed by coarsely comparing the shape
indexes of key pints and then using Earth mover’s distance for comparing LBP histograms
from the corresponding normalized grey images. Zheng et al. evaluated their approach on
a subset of the UND-J2 Collected and achieved a rank-1 performance of 96.39%.

3.6 Open challenges and future applications
As the most recent publications on 2D and 3D ear recognition show, the main application
of this technique is personal identification in unconstrained environments. This includes

applications for smart surveillance, such as in [40] but also the forensic identification of
perpetrators on CCTV images or for border control systems. Traditionally these application
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fields are part of face recognition systems but as the ear is located next to the face, it can
provide valuable additional information to supplement the facial images.

Multi modal ear and face recognition systems can serve as a means of achieving pose
invariance and more robustness against occlusion in unconstrained environments. In most
public venues surveillance cameras are located overhead in order to capture as many per-
sons as possible and to protect them from vandalism. In addition, most of the persons will
not look straight into the camera, so in most cases no frontal images of the persons will be
available. This fact poses serious problems to biometric systems, using facial features for
identification. If the face is not visible from a frontal angle, the ear can serve as a valuable
additional characteristic in these scenarios.

Because of the physical proximity of the face and the ear, there are also many possibili-
ties for the biometric fusion of these two modalities. Face and ear images can be fused on
the feature level, on the template level and on the score level. Against the background of
this application, there are some unsolved challenges, which should be addressed by future
research in this field.

3.6.1 Automatic Ear Localization

The fact that many systems presented in literature use pre-segmented ear images shows,
that the automatic detection of ears especially in real-life images is still an unsolved prob-
lem. If ear recognition systems should be implemented in automatic identification systems,
fast and reliable approaches for automatic ear detection are of importance. As a first step
towards this goal, some research groups have published data collections, which simulate
typical variations in uncontrolled environments such as varying lighting conditions, poses
and occlusion. Based on these datasets, existing and future approaches to ear recognition
should be tested under realistic conditions in order to improve their reliability.

Moreover, 3D imaging systems become increasingly cheap in the last years. Conse-
quently 3D ear recognition becomes important and with it the need of locating ears in
depth images or 3D models. Currently, only one approach for ear detection in depth has
been published, which is a first step towards ear detection in 3D images.

3.6.2 Occlusion and Pose Variations

In contrast to the face, the ear can be partially or fully covered by hair or by other items
such as headdresses, hearing aids, jewelry or headphones. Because of the convex surface of
the outer ear, parts of it may also be occluded if the subject’s pose changes. In some publi-
cations, robustness against occlusion is explicitly addressed, but there are no studies on the
effect of the effect of certain types of occlusion like hair or earrings on the recognition rate
of an ear recognition system. Once more, the availability of public databases which contain
occluded ear images is likely to foster the development of solutions for pose invariant and
robust algorithms for ear detection and feature extraction.

Moreover to our best knowledge there are no studies about the visibility of the outer
ear in different public environments. In order to develop algorithms for ear detection and
recognition, further information about commonly occluded parts of the ear is needed.

Occlusion due to pose variations is another unmet challenge in ear recognition system.
Similarly to face recognition, parts of the ear can become occluded if the pose changes. Re-
cently, some feature extraction methods have been proposed, which are robust against pose
variations to some degree. However, this issue is not fully solved yet. Another possibility
compensating for pose variations could be the usage of 3D models instead of depth images
of photographs.
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3.6.3 Scalability

Currently available databases only consist of less than 10 000 ear images. The only excep-
tion is the USTB IV collection, which has not been released for the public yet. In realistic
environments the size of the database will be significantly larger, which makes exhaustive
search in identification scenarios infeasible. Therefore, not only the accuracy but also the
comparison speed of ear recognition systems will be interesting for future research.

In order to make ear recognition applicable for large scale systems, exhaustive searches
should be replaced by appropriate data structures allowing logarithmic time complexity
during the search. This could for example be achieved by exploring the possibilities of
organizing ear templates in search trees.

3.6.4 Understanding Symmetry and Ageing

Because ear recognition is one of the newer fields of biometric research, the symmetry of
the left and the right ear has not been fully understood yet. A study by Abaza and Ross [5]
indicates that there is some degree of symmetry between left and right ears, that could be
exploited when comparing left and right ears. Their result encourage more research on the
symmetry constraints between the left and the right ear.

The studies of lannarelli indicate that some characteristics of the outer ear can be inher-
ited and ageing slightly affects the appearance of the outer ear. Both assumptions could be
confirmed in more recent studies, but because of a lack of sufficient data, the effect of inher-
itance and ageing on the outer ear’s appearance is not fully understood yet. Furthermore,
there are no large scale studies of the symmetry relation between the left and the right ear
yet.

Therefore another interesting field for future research could be, to gain a deeper un-
derstanding of the effect of inheritance any symmetry on the distinctiveness of biometric
template. Moreover, long term studies on the effect of time on ear templates are needed in
order to get a better understanding of the permanence of this characteristic.

3.7 Summary

We have presented a survey on the state of the art in 2D and 3D ear biometrics, covering
ear detection and ear recognition systems. We categorized the large number of 2D ear
recognition approaches into holistic, local, hybrid and statistical methods, discussed their
characteristics and reported their performance.

Ear recognition is still a new field of research. Although there is a number of promising
approaches, none of them has been evaluated under realistic scenarios which include dis-
ruptive factors like pose variations, occlusion and varying lighting conditions. In recent ap-
proaches, these factors are taken under account, but more research on this is required until
ear recognition systems can be used in practice. The availability of suitable test databases,
which were collected under realistic scenarios, will further contribute to the maturation of
the ear as a biometric characteristic.

We have collected a structured survey of available databases, existing ear detection and
recognition approaches and unsolved problems for ear recognition in the context of smart
surveillance system, which we consider to be the most important application for ear bio-
metrics. We think that this new characteristic is a valuable extension for face recognition
systems on the way to pose invariant automatic identification.
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Chapter 4

Ear Detection in 3D Profile Images based on
Surface Curvature

In this chapter, we give the first part of the answer to research question Q1: How can the
outer ear be automatically detected from 2D and 3D images? In this work, we focus on
the detection of ears from left profile depth images by using clusters of maximum curvature
points.

When talking about 3D ear images, we frequently refer to depth images instead of full
3D representations. In this work, we propose a method for segmenting the outer ear from
depth images. Our method makes use the fact that the ear region contains unique shape
information that consists of diverse convex and concave structures. We reconstruct the ear
outline, by combining these structures to a shape. Our method selects the most likely ear
outline, which is the combined shape that fulfils a number of criteria that are typical for the
shape of the human ear.

The paper was published in [154]ANIKA PFLUG, ADRIAN WINTERSTEIN, CHRISTOPH
BUscH, Ear Detection in 3D Profile Images Based on Surface Curvature, International Con-
ference on Intelligent Information Hiding and Multimedia Signal Processing (IIH-MSP),
2012
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4. EAR DETECTION IN 3D PROFILE IMAGES BASED ON SURFACE CURVATURE

Abstract

Although a number of different ear recognition techniques has been proposed, not
much work has been done in the field of ear detection. In this work we present a new
ear detection approach for 3D profile images based on surface curvature and semantic
analysis of edge-patterns. The algorithm applies edge-based detection techniques, which
are known from 2D approaches, to a 3D data model. As an additional result of the
ear detection, the outline of the outer helix is found, which may serve as a basis for
further feature extraction steps. As our method does not use a reference ear model,
the detector does not need any previous training. Furthermore, the approach is robust
against rotation and scale. Experiments using the 3D images from UND-]J2 collection
resulted in a detection rate of 95.65%.

4.1 Introduction

Referring back to the first large-scale study on the suitability of the ear as a biometric char-
acteristic by Iannarelli in 1964 [81], several automated and semi-automated ear recognition
systems have been proposed in literature. Since then the ear has been highly valued in
forensic image analysis as an individual structure with a high distinctive potential.

The outer ear (also referred to as auricle or pinna) is a richly structured body part, which
is composed of cartilage covered by a thin skin layer. Its appearance is not completely
random, but rather subject to the somewhat predictable process of cell segmentation. In
his work on ‘earology’, lannarelli was able to show that the ear is not only unique, but also
stable over its entire lifetime. Ear recognition is also more acceptable than face recognition,
as people feel more comfortable when a photograph of their ear, as opposed to their face,
is taken [51]. In public opinion, ear recognition, unlike fingerprints, is not associated with
criminal investigations, and the fact that it does not require any physical contact with the
sensor, further contributes to its acceptability.

In the field of 3D ear recognition, a large number of descriptors for ear models have been
proposed. Despite this, the problem of ear detection is not addressed by many authors
as they are using manually pre-segmented images. Possible solutions to the problem of
ear detection have been proposed by Chen and Bhanu [29] and by Yan and Bowyer [201].
Both approaches require the availability of 2D texture images as well as corresponding
3D images. The idea is to reduce complexity by coarsely pre-segmenting the image in 2D
space before locating the ear in the 3D model with a helix-template. However, Zhou et
al showed that the ear can also be localized efficiently without the help of additional 2D
texture information [218].

In this work, we introduce a technique for ear detection from a 3D profile image that
detects ears from profile images without using color information or making any assump-
tions about orientation and scale. Our approach is inspired by edge-based 2D ear detection
approaches such as [20] or [16] and relies on the fact that edges we see in 2D images are
a result of the interaction between extreme curvature values on the object’s surface and
reflections of ambient light. The algorithm is similar to the first bottom-up ear detection
approaches based on depth images by Chen and Bhanu [29]. Our approach, however, ex-
ceeds their reported detection rate of 92.4%. In contrast to Chen and Bhanu’s method, our
work is based on curvature values and uses a number of constraints that provide a general
description of the ear.

The next section presents a detailed description of our 3D ear detection approach and
will be split into four subsections. Each of these subsections covers one step of the detection
algorithm. Subsequently, section 4.3 presents the results we obtained during the examina-
tion of the algorithm’s performance and will also cover the strengths and weaknesses of the
approach. Finally, in section 4.4, the findings of this paper are summarized and suggestions
for further improvements are made.
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4.2 EAR DETECTION APPROACH

Figure 4.1: Projected curvature lines after threshold (a) and helix candidates after smooth-
ing, thinning and removing small components (b).

4.2 Ear Detection Approach

The ear detection algorithm outlined in this paper can be divided into three subsequent
steps, namely the curvature calculation and a preprocessing step, the closing of small gaps
in the helix contour, and finally the evaluation of helix candidates. In each step, the algo-
rithm reconstructs and combines lines in the image in such a way as to satisfy a number of
conditions that determine if the line is part of the ear. In the upcoming subsections, each of
these steps will be explained in more detail.

4.2.1 Mean curvature and binarization

Our detection approach is based on the assumption, that the ear region, with its rich and
curved structure, can easily be distinguished from other regions by looking at the local
curvature. Hence we need an appropriate measure for quantifying the surface curvature,
and we need to assign a curvature value for each point in the 3D model. In our approach,
we use the mean curvature H, which is defined as the mean value of the minimum and the
maximum principal curvature k,,;, and k., at a point on the surface [28].

1
H= §(Kmin + kmaw) (41)

After calculating a curvature value for each point in the 3D model, all mean curvature
values between a minimum value ¢; and a maximum value ¢, are removed from the set
of points in the model. These threshold values should be defined according to the actual
curvature values that occur in the image, such that enough points are left in the model for
later analysis. Generally speaking, it is better to have too many, rather than too few points,
left in the model. For UND-J2 we chose t; = —0.5 and ¢, = 0.5. This step removes all points
with smooth curvature values, and only leaving points with large curvature H < ¢, and
H > t, for further processing and in the point set P. As the ear is a structure with extreme
surface curvature, the points representing the ear’s outline will be a subset of P.

After applying the threshold, all points in P are projected on a 2D binary image ac-
cording to their x and y coordinates. The depth information, which was contained in the z
value, is not used in this step. Instead the points are divided into two categories, as shown
in 4.2. Maximum curvature (H < t;) points are depicted in red and minimum curvature
(H > ty) are depicted in green. For the rest of this paper, the term curvature always refers
to curvature of lines in 2D space, not surface curvature in 3D.
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Figure 4.2: Subfigure (a) illustrates the calculation of the local orientation vector. Subfigure
(b) shows the definition of the search space used when searching for components to connect
with, and subfigure (c) shows an example of a connection between two components with
distance d and the two angles « and 3, respectively.

The line-like shapes in the projected 2D image are then smoothed by applying a Gaus-
sian filter and thinned to the width of one pixel. As shown in figure 4.2, the ear contours
are prominent larger structures surrounded by smaller ones, which are likely to be noise
artifacts. Hence, the last step of the binarization process removes all components that are
smaller than a fixed minimum value from the image. For the images in UND-]2, the mini-
mum size for a component was set to 5.

4.2.2 Reconstructing the helix contour

After having made a coarse selection of the components, likely to be part of the ear contour
in the previous processing step, the next step reconstructs contour lines from the remaining
components in the image. The goal of this step is to reconstruct components from the
image that likely belong to the same contour, but are not connected in the 2D binary image.
These missing connections are often a result of occlusion by hair or cluttering by other
objects, such as scarves or earrings, as large values for surface curvature cannot be found
in occluded regions.

The basis for connecting lines in the image is the calculation of the vector a;, which
represents the local orientation at an endpoint E; in the image. The local orientation vector
z; is determined by the difference between the x and y coordinates of the endpoint E;
and the z and y coordinates of the nth pixel along the currently examined line (See Figure
4.2.2). As the minimum size of a line is 6 pixels (all shorter lines were removed during the
preprocessing step), we set the maximum search depth n = 5.

- TE; T
Zi = b= 4.2

Finally, we get the orientation vector a; by normalizing #;
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Qi = an (43)
12311

For narrowing the search space of possible connections, a region of interest (ROI) is
defined for each line ending F; of a component C;. The ROl is a polygon spanned by the
output vector a; of E; as well as two vectors p; and n; for the angular tolerance and two
vectors l_; and 7; in an orthogonal direction to d;. The vector p; is the angular tolerance
in the direction of the curvature of C;, whereas n; is the angular tolerance in the opposite
direction. As we want to construct lines that do not change their curvature, the angular
tolerance for p; is larger than the tolerance for n;j. The length of the vectors a3, p; and n; is
the maximum search distance value d,, 4., which is a predefined fixed value. The length of
I; and 7 is set to 4 (see Figure 4.2 (b)). This specific shape of the ROI covers all points near
the endpoint F; while ignoring all points with a large distance. The orthogonal tolerance
vectors are necessary because the ROI should also cover lines that are nearby E; but not
directly in front of it. Without the orthogonal offset, either the angular tolerance must be
very broad or the maximum distance must be very large, which increases the chances for
false connections during the connection step.

For each pair of possible connections, there are two angles o and , such that a =
e1,2 —aj and = ez 1 — a1, where ¢, is the vector between the endpoints and d is the dis-
tance between the endpoints. Because the connection is only evaluated if the corresponding
endpoint is inside the ROI, d is always smaller than d,,,.. In case the two angles a and 3 are
smaller than a given maximum angle, the connection is added to the list of plausible con-
nections. Furthermore, if this list contains more than one possible connection between two
endpoints of the components C and Cy, all plausible connections between these points are
ranked by using a quality score (). The likelihood for a connection between C; and C) in-
creases if o and /3 and the distance between the endpoints d are small. Moreover, for small
values of a and S3, a larger value for d may be preferred to a connection with a small d but
high values for o and S (see Figure 4.2 (c)).

Q =d(a+B) (4.4)

A connection between two components C; and C; is only established if C» has an end-
point in the ROI of E; (which is an endpoint of C;) and their score () is the smallest score
of all possible connections in the Region of interest. Moreover, () must not be larger than a
given maximum score (q, and it must not have any intersection points with itself.

After reconnecting components in the image, the ear’s outline is now among the largest
components. Because of the specific shape of the outer helix, all lines that consist of both
positively and negatively curved parts are discarded, as they are unlikely to represent the
helix. The algorithm only selects lines that are curved in only one direction. Therefore, the
set of possible components representing the ear’s outline can once again be reduced by se-
lecting the ten largest components with a single direction of curvature as helix-candidates.
In Figure 4.1, the highlighted lines are the ten helix-candidates selected from the set of lines
after the reconstruction step. Note that many of the selected lines are already part of the
ear. Other long and prominent lines that are frequently selected as helix candidates are hair
or hair ties, the outlines of glasses or clothing. In the next step, the helix-candidates are fur-
ther combined and evaluated to make sure that the only lines kept are those that form an
ear.

4.2.3 Combining Segments and Evaluation of Helix Candidates

In the previous step, each component in the image was examined separately by selecting
components due to their size and their curvature. It is, however, unlikely that the ear
outline is reflected by only a single component. The algorithm therefore combines helix-
candidates and selected additional components, and then estimates the likelihood that the
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Figure 4.3: Combination of single shapes to create an ear candidate

resulting shape is an ear or not. Figure 4.3 shows an example of the combination of three
components (', Cy and C3 to form a common structure, which reflects the ear contour
better than each component alone.

One specific property of the helix contour with respect to the 2D binary image plane is,
that is usually consists of a convex and a concave line, which are parallel in the projected
2D image. Therefore, the first combination step is to search for parallel components of
helix-candidates in the image. These parallel components do not necessarily have to be
helix-candidates themselves but can be chosen from all reconstructed components in the
projected curvature image. The algorithm then combines non-parallel helix-candidates that
are close to each other. For each of the possible combinations, a score is calculated which
describes the likelihood that the combined shape represents the outline of an ear. If the
score drops below a certain threshold, no ear is detected in the image. Otherwise, the
combined shape with the largest score is chosen and is marked with a bounding box.

There are two different categories of criteria for evaluating the combined shape. The
first category is that of absolute criteria, which are calculated individually for each com-
bined shape. The second category consists of relative criteria, which enable the algorithm
to weigh different ear candidates and mark the most likely ear region.

4.2.3.1 Absolute Criteria

Absolute criteria are used to make a coarse selection of possible combinations and exclude
every combined shape that does not fulfill each of them. These criteria are the proportion
Bp,, the cumulative curvature B, the ratio of parallel shapes Br, and the number of
corners B¢,. Figure 4.3 illustrates the absolute criteria with the regards to a sample ear
contour. The total score, which estimates the likelihood that the combined shape i is an ear,
is denoted as A;, and is the sum of each of the criteria.

1

In order to prevent a combined shape from having a high score because it satisfies only
one criterion extremely well, no score for a single criterion may be larger than 150% of the
lowest score among the four. In this case, A; is set to the value of the lowest score.

Ai = Il'liIl(BP”BK”BR”BCZ,) (46)

The ideal proportion of an ear is measured by calculating the ratio between the major
and the minor axis of an ellipse that encloses the current combined shape. This ratio should
be between 2/1 and 3/1. Any deviation from these ratios decreases the total proportion score
Bp, for a combined shape i.
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Figure 4.4: Visualization of the criteria for absolute score computation
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Additionally, a complete outline of an ear should have an accumulated curvature of ap-
proximately 27. Values below 27 indicate that the outline is not complete, whereas values
larger than 27 indicate that the currently evaluated shape is not an ear. The accumulated
curvature K; of a combined shape i is defined as the sum of all curvature values c; of
the n pixels on the shape’s outline. The curvature values on the outline of the shape are
calculated by using the method proposed in [78].

n
curvSum; = Z le;] 4.8)
j=1
Then the total curvature score is defined as

(4.9)

B — {1 — w 0,57 < curvSum; < 3,57
! 0 else

The third criterion Bg, measures the number of pixels on the outline of the combined
shapes, that have parallel shapes in their neighborhood. As stated earlier, the presence
of parallel lines in the projected image is an important property for the ear outline, due
to the outer ear’s unique shape. The ratio of parallel components is the number of pixels
contained in components that have a parallel line pyqrqiier divided by the total number of
pixels in the current combined shape p¢otq-

BRi _ Pparallel (410)
Ptotal

The last absolute criterion is the number of corners in the combined shape. This crite-
rion is used to exclude jagged and noisy lines, which often represent hair or clothes. The
outline of the helix should be smooth and hence, no corners should be present in an opti-
mal combined shape representing an ear, and their contribution to the total curvature of the
shape is 0. In order to find corners in a given combined shape, we use the corner detector
described in [78]. In order to determine B, the ratio between the total angle accumulated
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in corners ¢; and the total accumulated angle of the whole combined shape ©; is calculated.

2
0;
Be, =1— (@) (4.11)

4.2.3.2 Relative Criteria

Due to the ear’s self-similarity, the absolute criteria can also be fulfilled by combined shapes
that only cover part of the ear. To overcome this, the algorithm additionally compares
combined shapes, using relative criteria in order to select the largest and most complete
combined shape. The relative score is composed of a bonus for large shapes /;, which is the
total number of pixels the connected shape consists of, and two non-linear penalty scores.
g; reflects the total distance in pixels, that had to be bridged during the reconstruction step,
and m; is the distance, in pixels, between the single components the combined shape is
composed of. The exponent A adapts the penalty score to the resolution of the projected 2D
curvature image and can be a value between [1, 2]. For the models in UND-J2 a value of 1.2
proved to be a good choice for A.

The non-linear weighting of the distance penalty makes sure that small distances are
strongly preferred to high distances between the components. This makes the algorithm
pick the largest but also most compact component in the image. Taking all these factors
into account, the relative score N; for each combined shape is

Ni=1; — g} —m} (4.12)
In order to be able to compare the relative scores with each other and to use them in the
final evaluation of the combined shape, N; is normalized to a value between [0 1]. maz(N),
here, is the maximum score among all relative scores V; for the current combined shape 1.

N

N N >0

R, — | maz(®) (4.13)
0 N; <0

Finally, each combined shape i is evaluated by combining its absolute score A; and the
relative score R; to create the final score S;. A; and R; can be weighted to change the
influence of each of the scores. A; is more sensitive in differentiating between ear-like and
other combined shapes, whereas R; makes the algorithm choose the largest shape with its
components close to each other. We assigned larger weight to A; as this criterion appeared
to be the stronger of the two.

1
Si = wlAi + wa ZRl (414)

4.3 Detection Performance

We tested our approach on the 3D models contained in the UND-J2 collection [201]. The
dataset consists of 404 subjects with up to 22 samples (3D models) per subject, with a total
number of 2414 images. Figure 4.5 shows some examples for successful and unsuccessful
detection results using our algorithm. As a result of our tests, we measured a detection rate
of 95.65%.

In our test setup, the detection rate is defined as the percentage of overlapping pixels
between a ground truth and the ear region marked by the algorithm. The ground truth
was generated by manually cropping the ear region from the images. If more than 50% of
the pixels in the ground truth and the detected ear region from the algorithm overlap, we
consider the detection as successful. In Figure 4.6 the detection rate is plotted against the
minimum grade of overlap between the ground truth and the detected region. Even if the
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(a) (b) (c)

(d) (e) )

Figure 4.5: Examples for successful(subfigures (a) and (b)) and unsuccessful detections.

Figure 4.6: Detection rates for different grades of overlap between ground truth and de-
tected region. Occlusion (if any) is reflected by the ground truth.

constraint for a positive detection were set to an overlap of at least 70%, 90% of all images
would still comply.

In Figure 4.5 (1) and b, two examples of successfully detected ears are given. In general,
our algorithm successfully detected the ear region, even when it was partially occluded by
hair. Our approach, however, had problems distinguishing long hair, located near the ear
region from the actual outline of the auricle (see Figure 4.5). In the binarized image, long
hair is reflected by prominent and smoothly curved lines, which look similar to the shape
of the outer helix. For example, in Figure 4.5 (c), the segmented region is too large because
a strain of hair is included in the set of shapes that represent a typical ear. This behavior is
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caused by the relative score, which tends to favor the largest ear-like shape in the image.
If there is a strain of hair, that fits the absolute criteria and expands the marked region, the
ear detection considers it as a part of it.

In some cases the algorithm considers clothes, such as scarves and collars, as the ear
region. This happens if the auricle’s outline is not sufficiently represented in the curvature
image, which is mostly caused by occlusion or missing data. In these cases, the detector
incorrectly uses smoothly curved and parallel lines from other parts of the image, such as
long hair strains or cloth.

4.4 Conclusion

Our method for ear detection based on surface curvature delivered promising results and
outperformed comparable edge-based methods, such as the one proposed by Chen and
Bhanu. The ear detection works reliably and is also capable of delivering valuable infor-
mation for a subsequent feature extraction step. We are optimistic, that the performance
of our method can be further improved by including the Tragus location and edge images,
which are calculated from the corresponding 2D image.

Furthermore we plan to refine the measure for the accumulated curvature for more ac-
curate curvature estimation. We will also conduct more experiments on additional databases
in order to evaluate the robustness against pose variations. In addition, a feature extrac-
tor which uses the helix outline, which is returned by our ear detection algorithm, will be
developed.
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Chapter 5

Robust Localization of Ears by Feature Level
Fusion and Context Information

Based on the promising performance and the finding in the previous chapter, we extend
our method to use the texture and the depth channel with the goal of further improving
the detection performance and give the second part of the answer to the research question
Q1: How can the outer ear be automatically detected from 2D and 3D images?

We combine the texture and the depth channel in the image space by considering edges
in the texture images and curvature in the depth images. Our extended detection method
also contains an improved scoring method for the ear shapes, which also considers the
relative size and position of the shape with the size of the silhouette of the head.

The paper was published in [155]ANIKA PFLUG, ADRIAN WINTERSTEIN, CHRISTOPH
BUSCH, Robust Localization of Ears by Feature Level Fusion in Image Domain and Context
Information, 6th IAPR International Conference on Biometrics (ICB), 2013
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5. ROBUST LOCALIZATION OF EARS BY FEATURE LEVEL FUSION AND CONTEXT
INFORMATION

Figure 5.1: Morphology of the outer ear.

Abstract

The outer ear has been established as a stable and unique biometric characteristic,
especially in the field of forensic image analysis. In the last decade, increasing efforts
have been made for building automated authentication systems utilizing the outer ear.
One essential processing step in these systems is the detection of the ear region.

Automated ear detection faces a number of challenges, such as invariant processing
of both left and right ears, as well as the handling of occlusion and pose variations. We
propose a new approach for the detection of ears, which uses features from texture and
depth images, as well as context information. With a detection rate of 99% on profile
images, our approach is highly reliable. Moreover, it is invariant to rotations and it can
detect left and right ears. We also show, that our method is working under realistic con-
ditions by providing simulation results on a more challenging dataset, which contains
images of occluded ears from various poses.

5.1 Introduction

The observation of the outer ear, which is frequently referred to as auricle, is an emerging
biometric method, which has drawn the attention of research during the last years. In
forensic investigation, ear prints on doors and windows can be collected and are used as a
means for identifying perpetrators [13].

The outer ear is believed to be just as unique as the face. An extensive study of Iannarelli
[81] and a more recent study from India [176] show, that the outer ear possesses numerous
characteristics, which make each ear unique. In Fig.5.1, we have annotated a number of
features, which are used by the German Criminal Police Office for identifying a subject.

Forensic investigators do not only value the uniqueness of the outer ear, but also its
permanence. In contrast to the face, the structure of the outer ear remains stable after the
6th month of life [81]. A recent study by Ibrahim et al. [82] confirms that the recognition
rate of a biometric system is not affected considerably over eleven months.

Due to the proximity of the observed physiological characteristics, ear recognition may
be considered as a valuable extension to face recognition systems. Ear and face images can
be collected with the same hardware. Especially in unconstrained scenarios, such as video
surveillance, the outer ear can contribute additional features, which increases the chance of
identifying a person in off-pose images.

The contribution of this paper is a novel ear detection algorithm, which uses texture
and depth images for localizing the ear in full profile as well as in off-pose images. We uti-
lize the rich details on the ear surface and of edge images for determining the ear outline
in an image. We present a set of flexible rules, which allow us to distinguish between the
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Table 5.1: Comparison between the proposed method and previously achieved results on
UND-datasets.

Author Performace Remarks

Yan and Bowyer[201] 97.38% rank-1 UND-J2 collection, depth and color im-
ages, no details about detection accuracy

Chen and Bhanu [49] 87.11% UND collection F and subset of collection
G, depth and color images

Prakash et al. [157] 99.38% Subset of UND-J2 collection, depth im-
ages only, 10% of images excluded

Zhou et al. [218] 98.22% Results on UND-J2 based on re-
implementation in [146], depth images
only

Islam et al. [84] 100% 203 profile images from UND-J2
database, 2D images only

Pflug et al. [154] 95.65% UND-J2 collection, depth images only

Proposed method 99% UND-J2 collection, depth and color im-
ages

ear outline and other objects in the image. These rules describe an abstract ear model and
include context information. Our algorithm is invariant to rotations and it can detect left
and right ears with the same parameter set. Moreover it is robust to pose variations and
occlusion. The feasibility of the proposed ear detection system is shown by providing sim-
ulation results on the UND-J2 database [201] as well as UND-NDOff-2007 [64]. A detection
rate of 99% on the UND-J2 dataset shows that our approach is outperforming other recent
work. Moreover, we also show that our method has the ability to detect ears under realistic
conditions, where it has to handle occlusions and pose variation.

In the upcoming section, we describe the state of the art in ear detection in 3D images
and describe related work. Subsequently, we introduce the proposed algorithm. In section
5.4 we point out the experimental setup and present simulation results using the previously
mentioned datasets. Finally, conclusions are drawn and an outlook on future work is given
in Sec. 5.5.

5.2 Related Work

In contrast to 3D meshes, depth images have a matrix-like data structure and they can be
acquired along with the texture image with a single capture process. If depth images are
recorded under controlled conditions, they are co-registered with the texture image, which
makes it easy to combine texture and depth information. This fact has inspired a number of
researchers to come up with different approaches, which use depth and texture information
for ear detection and recognition. Many of these early methods are developed and tested on
the public dataset collected by the University of Notre Dame, such as the collections F and
G, and especially collection UND-J2 [201] which is the largest publicly available database
for ear recognition. It consists of texture and depth images of left profiles. In Tab. 5.1, we
compare the detection rates of recent ear detection algorithms, which were tested on the
UND-J2 dataset.

Yan and Bowyer [201] propose a full biometric ear recognition system based on the
profile images of the UND-J2 collection. They first locate the nose tip and then use skin
color from the texture image to narrow the search space for the ear region. Subsequently
the lower concha is detected by using curvature information from the corresponding depth
image. The final ear region contour is fixed by using an active contour approach.
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Chen and Bhanu [49] also combine texture and depth images in their detection ap-
proach. First, they create different image masks from skin color and depth information.
Then this mask is used for selecting edges from the depth and the texture image. The ear
detection is completed by clustering these edges and selecting the largest cluster of edges
in the superimposed image.

In the ear recognition system proposed in [84], Islam et al. use Haar-like features for
building an ear classifier for 2D images. Because the texture and the depth images are co-
registered, the detected ear region in the texture image and in the depth image have the
same position.

More recently, several ear detection approaches were proposed, which exploit the prop-
erties of the detailed surface structure of the auricle. Zhou et al. [218] extract local his-
tograms of categorized shapes from a sliding window and use a SVM for deciding whether
a local histogram represents an ear or not. Subsequently the largest cluster of positive de-
tections is selected as the ear region. In their paper, Zhou et al. only provide results on a
subset of UND collection F, where this algorithm achieved a detection rate of 100%. How-
ever, the detection rate drops significantly, when the ear is rotated by more than 10 degrees
[146].

Another class of ear detection algorithms are approaches, which use specific line-like
patterns for localizing the outer ear. Prakash ef al. [157] define edges in the 3D image as
regions with maximum depth variation. Based on his assumption, an edge map is created
from the depth image. Subsequently, the local orientations of the edges are approximated
with vectors. These vectors serve as the edges of an edge connectivity graph. Subsequently
their algorithm generates potential ear candidates from these graphs and then selects the
final ear region by comparing the each candidate with a reference template.

In [154] ears are detected using the specific distribution of surface curvatures in the ear
region. This results into convex and concave edges, which are then processed in a num-
ber of subsequent steps for combining the multiple neighbored edges to ear candidates.
According to its proportion, size, redundancy and cumulated slope, a score is assigned to
each candidate. The final ear region is defined by the circumference of the ear candidate
with the highest score. This approach, however, has some limitations if the depth image is
noisy or if the ear contour is on the verge of the depth image. In these cases, no meaning-
ful curvature information can be extracted from the depth image and the detection fails.
In Tab.5.1, the reported detection accuracy of the cited previous work is summarized and
compared to the proposed detection method. With a detection accuracy of almost 99% on
the UND-J2 dataset, the proposed ear detection approach is not only competitive to the
graph based approach by Prakash et al. with respect to the detection performance - more-
over the proposed method has no need to exclude challenging samples from the evaluation
as it was done in [157].

5.3 Ear Detection System

The proposed ear detection algorithm utilizes the fact that the surface of the outer ear has a
delicate structure with high local curvature values. In some depth images, however, some
parts of the ear are missing, because curvature can only be measured between neighboring
points. However, many depth images have holes next to the outer helix, which results in
missing curvature values [154] (see Fig. 5.2 for an example). We solve this problem by
fusing co-registered edge and depth images.

Our ear detection approach consists of four different steps, which are illustrated in
Fig.5.2. We start with a preprocessing step, where edges and shapes are extracted from the
texture and the depth image. Subsequently, the edges and shapes are fused in the image
domain. In the next step, the components are combined with each other to ear candidates
and a score for each ear candidate is computed. Finally, the enclosing rectangle of the best
ear candidate is returned as the ear region.
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Figure 5.2: Illustration of the processing steps of the proposed ear detection system
(database images taken from [201]).

5.3.1 Preprocessing

The outcome of the preprocessing step is an edge image from the texture, which is created
using a Canny edge detector [42]. Furthermore, we determine a number of shapes from the
depth image, which serve as the basis for the subsequent fusion step.

We first calculate the mean curvature [28] of the depth image. The key points on the ear
surface have large convex and concave curvature values. Therefore, we apply a threshold
to the mean curvature image in order to keep only large convex and concave curvature
values. We now delete all connected components from the image, which are smaller than
3 pixels. As a result, we get a number of blobs, which are mainly located in the ear region.
These blobs are thinned to a width of 1 pixel and subsequently re-connected using the
method proposed in [154]. After the reconnecting step, a limited number of lines is left
from the mean curvature image. For the remainder of this paper, these lines are referred to
as shapes.

5.3.2 Fusion of Texture and Depth Information

In the fusion step, we select a number of edges from the edge image, based on the vicinity
to the position of the most prominent shapes and other criteria. First, we select the ten
longest shapes from the mean curvature image.

If the sign of the local orientation of one of the selected shapes changes, the shape is
divided into two shorter shapes. Shapes can also be split up if they contain a corner. The
two resulting shapes may be omitted, if there exists another shape in the curvature image,
which is longer than any of the two divided shapes. The result of this procedure is a set of
the longest shapes, which are smoothly curved.

Each shape in the set is dilated with a circular structuring element. After the dilation,
each shape represents a region, which is now used for selecting appropriate edges from the
edge image. As shown in Fig.5.3, we select all edges, that exceed a predefined threshold
with their intersecting points in the dilated region. For edges, which have an endpoint
inside the dilated region, the minimum number of intersecting pixels should be smaller
than for other edges. This is due to the fact, that edges with intersecting endpoints play a
special role in the upcoming combination step and also lead to better results in the scoring
step.
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Figure 5.3: Fusion of 2D and 3D data. Shapes from the depth image are dilated and inter-
secting edges are selected.

All intersecting edges are added to the set of components. In case, an intersecting edge
has a corner or if the sign of the local orientation changes, it is divided into two smaller
edges. A divided edge that does not have an intersecting point with the dilated region, is
removed from the set of components.

5.3.3 Combination of Components

In the combination step, all components are combined with each other or smaller shapes
nearby in order to obtain complete ear outlines. In a first combination round, we only
combine components with each other. In a second round, we also allow other shapes and
edges that were not selected as components to be combined with ear candidates. This is
done by picking a component and then combine it with other components. A component
that has been combined with other components is considered an ear candidate. Thus we
create a new ear candidate, each time a component is linked with one of the existing ear
candidates.

During the creation of new ear candidates, a component can be adapted to the ear candi-
date in a number of ways. The component can either be translated, pruned or interpolated
in order to fit to the ear candidates. In Fig. 5.4, an example for the combination of an ear
candidate and two components is shown. When comp; is combined with the ear candi-
date, we have to translate the contributing component comp, and fill remaining gaps. In
the second step, comp; is translated and pruned.

Each time, a new ear candidate is created, we compute a score, that describes the fit-
ness of this candidate (see Sec. 5.3.4.3 for more details on the scoring system). However,
without any additional constraints, we would have to combine all components with each
other. Many of the created ear candidates would be redundant and the detection would be
inefficient. Therefore, we introduce a terminating criterion, which prevents the algorithm
from doing an exhaustive search through all possible combinations between ear candidates
and components.

Let maxzScore be the best score, that has been achieved by any ear candidate for all com-
ponents. A newly created candidate will only be used in subsequent combination steps, if
its score is higher than 0.7 * maxzScore. An ear candidates with a lower score will be dis-
carded and is not used in subsequent iterations. In the first iteration, it is very likely that
an ear candidate will satisfy this condition and a large number of new candidates will be
created. However, as the combination step proceeds further, an increasing number of new
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Figure 5.4: Iterative creation of an ear candidates though stepwise combination and adap-
tation of components.

candidates will be discarded. The more iterations have been completed, the higher the
probability, that an ear candidate with a high score has been created and the more candi-
dates are dropped.

5.3.4 Scoring system for ear candidates

Each time an ear candidate and a component are combined, we assign a fitness score to
the newly created ear candidate. The score reflects the similarity of the ear candidate with
an idealized ear outline. This similarity is expressed through a number of criteria, a good
ear candidate has to comply with. The fitness score is composed of three different compo-
nents, which reflect different properties. We distinguish between the individual score that
is computed for each ear candidate, a relative score and a context score.

After the combination step, we select the ear candidate with the highest score return its
bounding box as the detected ear region. If we cannot find an ear candidate with a larger
score than 0.5, we consider the ear to be occluded and do not return an ear region.

Let I; be the individual score of the ith ear candidate, R; the relative sore and C; the
context score. Furthermore, let w;, wy and w3 be weighting factors for each of the scores.
The total fitness score of the ith ear candidate, denoted by \S; can be expressed as follows:

Si = wlL- + (JJQRi + Uchi (51)

The values for w should be adapted according to the variance of each partial score I, R
and C. The larger the variance between single ear candidates, the higher the weight of the
according partial score.

5.3.4.1 Individual Score

The individual scores consists of three components, which measure the cumulated sum
of local orientations, the contribution to the sum of local orientations in corners and the
proportion.

The sum of local orientations reflects the expectation, that an ear candidate should be
convex and it should have a gap (connecting line between pl and p2 in Fig. 5.5). We first
compute the convex hull of an ear candidate and define two points p; and p2. The points
p1 and p2 are the points in A U B with the maximal distance, such that all pixels on the
connecting line pyp; between them are on the convex hull but notin AU B.

As shown in Fig. 5.5, p; and p2 are on the opposite side of the outer helix. We can define
a third point p3, which divides the ear candidate pixels on the convex hull into two equally
sized subsets A and B. Finally, we distinguish between those pixels of the ear candidate
that are on the convex hull and those that are not. The set of pixels, that are not on the
convex hull is denoted as C.
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Figure 5.5: Calculation of the sum of local orientations using the convex full of an ear
candidate.

Let sumpu be the sum of all local orientations in AU B. If we have a good ear candidate,
this sum is expected to be larger than 1.57.

sumpyn <1.5
onHull = L.57 Sumhu”. =T 6-2)
1 otherwise

We also expect a good and complete ear candidate to be symmetric. This can be ex-
pressed by comparing the sum of local orientations in A, denoted as sum 4 and B, denoted
as sump, with each other. The division by 7 is necessary for getting a normalized result
between 0 and 1.

T

[suma—sumpg]|
—_— sumap — sum <7
ratio = { | A 5l < (5.3)

otherwise

Based on the curvature sum of all pixels in AU B, we also calculate a weighting factor,
denoted as ), for the score contribution of onHull and ratio.

1 1
\ = { onHull onHull < 3 (5.4)
1 otherwise

The outer helix score I,,, that measures the fitness of an ear candidate with respect to
its cumulated sum of local orientations is composed of the previously defined coefficients
onHull and ratio, the weighting factor A and a fourth component, which is a penalty score.
For a good ear candidate, the sum of local orientations in C, denoted as sumc, should be

sumc

as small as possible. We hence subtract *57< from the total fitness score. The value of the

denominator has been obtained empirically.

sumc

20

The larger the difference between sum and sump, the higher the influence of ratio
and the lower the influence of onHwull. This reflects the fact, that incomplete ear candidates
with a small sum of local orientations should get a better score than those with sum of
local orientations close to 27. The algorithm will hence be less strict with incomplete ear
candidates than with complete ones.

I, = (1 = A) *xonHull + X\ * ratio —

(5.5)
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In addition to the measure of the distribution of local orientations on the ear candidate,
we also require, that a good ear candidate should have as few corners as possible. Corners
are an indication for jagged components or failures during the combination step. We hence
compare the ratio between the sum of local orientations in AU B U C, denoted as sumapc,
and the sum of local orientations at all corners of the component . For a good ear candi-
date, 0 should be as small as possible. In order to increase the impact of this criterion in
cases where 0 is large, we use the quadratic function.

2
L—1- (9) 66)
SUMABC

In the last criterion for the individual score, we assume that the ratio between the major
and the minor axis of a surrounding ellipse should be between 2 : 1 and 3 : 1. Let p be the
ratio between the major and the minor axis of an ear candidate. The proportion score I,
decreases faster with larger deviations from the ideal ratio.

1- =20 g<p<
1 2<p<3
I,= ) (p—3)? 5 (5.7)
— L 3<p<h
0 otherwise

All components of the individual score are normalized values between 0 and 1, whereas
higher scores represent better ear candidates. The individual score for the ith ear candidate
I; is the mean value of the three components for this candidate I,,, I, and I,,,.

5.3.4.2 Relative Score

The relative score compares different ear candidates with each other and is calculated in
two steps. This score rewards ear candidates, if they are composed of long neighbored
components. First, we calculate a base score, called 7. The base sore is centred on the total
length of the ear candidate in pixels I. Because this candidate was built by reconstruction
of the ear outline, we subtract the number of pixels that had to be filled in during the
combination step g and the sum of all distances between all components the current ear
candidate is composed of. This sum is denoted as m.

n=l—g—m (5.8)

Subsequently, we normalize this score by dividing it by the maximum value of 7 for
all the ear candidates in the image. The usage of the quadratic function ensures, that ear
candidates, that only have a slightly smaller score 7 than the maximum 7 are rejected. The
relative score for the ith ear candidate R; in the fused image is defined as follows:

i 2 ;> 0
R = {(maxw) K (5.9)

0 otherwise

5.3.4.3 Context Score

The scoring system is completed with an estimation of the ear candidate’s size in relation
to the size of the silhouette of the head in the depth image. We assume that a good ear
candidate is located in the head region of the image and that the ratio between the height of
the ear and the diameter of the face should be within fixed bounds. These bounds depend
on the image scale and should be set individually for each capture device. We denote the
lower bound for the ratio between h and d as 7 and the upper bound as v, respectively.

73



5. ROBUST LOCALIZATION OF EARS BY FEATURE LEVEL FUSION AND CONTEXT
INFORMATION

Figure 5.6: Estimation of optimal size using context information from the silhouette (Depth
image taken from [201]).

Moreover, let h be the largest distance between any two points of the ear candidate.
Furthermore, d is the distance between the edge of the silhouette and the point in the mid-
dle of line segment p1p>. As shown in Fig.5.6, the face diameter d is measured orthogonally
to the line segment pips. For all yaw poses, the outer ear is located at the back of the head
and d should be pointing towards the nose tip.

We hence assume that for a good ear candidate, d; should be among the longest diame-
ters for all ear candidates, denoted by D. If d; is smaller than the mean value of the larger
half on D, the ear candidate is rejected. If not, we compute the ratio between h; and d;.

i
mean({d; € D | d; > 0.5max(D)})

cry = (5.10)

Dependent on cr;, we can now compute the context score C;. Note that the context
score decreases faster if cr; is too small. This reflects that the outer ear can be relatively
large, compared to the face diameter. We hence prefer to keep large ear candidates. If the
ear candidate is too small, however, it should receive a low score.

1 T<er; <w
1—2(r—cry)? cor; > T—% (5.11)
1—+cr;—v cr; <v+1

0 otherwise

Ci =

5.4 Experimental Setup and Results

For obtaining the detection performance of our approach, we conducted two experiments
on two different datasets. In the first experiment, we evaluate the impact of the image
domain fusion. This experiment is conducted on the UND-]J2 dataset [201] and on the
UND-NDOff-2007 dataset [64]. In the second experiment, we show the robustness of our
approach to rotation and flip.

The UND-]J2 collection contains 1776 unique left profile images from 404 different sub-
jects (-90 degrees yaw pose). Four images had to be removed from the database, because
their texture and the associated depth images did not belong to the same subject. The
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Figure 5.7: Examples for successful detections for left and right ears in images with pose
variation, partial occlusion, missing depth data and rotation. We also see an example, of
an ear candidate with missing components a detection failure (Original images were taken
from[201] and [64])

UND-J2 dataset also contains some images, which are off pose. However, we did not ex-
clude these images from our test set.

The UND-NDOYf dataset was originally collected for the purpose of face recognition re-
search. For an ear detection system, it represents a more realistic, but also more challenging
scenario, than the profile views of UND-J2. We selected 2785 images with yaw poses be-
tween £90 and £ 30 degrees, whereas yaw poses of £90 are profile images and yaw poses
of £30 are half profiles. In some cases the data collection contains different combinations
between yaw and pitch poses. If different pitch poses are available for a given yaw pose,
all pitch poses were included to the test set. The UND-NDO(ff-2007 dataset contains images
where the ear is partly or fully occluded by hair and some subjects are wearing earrings.
There is also a small number of images, were the subject has moved during the acquisition,
which results in poor image quality.

The detection rates are calculated on the basis of manually created ground truth data.
For creating the ground truth, we marked the ear region with a surrounding rectangle, and
stored the coordinates of the upper left and the lower right corner. A detection for a given
image pair is considered to be successful, if the overlap O between the ground truth pixels
G and the pixels in the detected region R is at least 50%.

_ 2|GNE|

Oo=2="=1
G|+ |E|

(5.12)

5.4.1 Impact of Image Domain Fusion

In the first experiment, we show the impact of the image domain fusion and the context
score on the detection results. In Fig. 5.7, some examples for detected ears with partial
occlusion and different poses are shown. The detection rates in Tab. 5.2 show, that the
proposed ear detection algorithm is robust to pose variation. Although the detection rate
drops, with increasing deviation from £90 degrees, it still detects more than 75% of the ears
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Table 5.2: Comparison between the detection rates with and without image domain fusion
on UND-J2 [201] and UND-NDOff-2007 [64].

dataset yaw pose depth only, fused with
no context context
UND-J2
-90 92,9% 99%
UND-NDO(f-2007
-90 86,9% 96,5%
-60 70,9% 83,5%
-45 50,5% 76,5%
-30 23,7% 58,9%
30 19,8% 42,7%
45 49,4% 76%
60 86,1% 85%
90 91,8% 93,5%

correctly, if the yaw pose is £45 degrees. This also includes images, where the ear is par-
tially occluded, as shown in Fig.5.4 and images, where the algorithm correctly recognizes,
that the ear is occluded.

Image domain fusion and the usage of context information generally improve the de-
tection rate of the proposed method. The improvement gets more significant with larger
deviations from +90 degrees yaw pose. We can extract good ear candidates form profile
images, even without image domain fusion. Moreover, the number of ear candidates, that
get rejected though the context score is small. With larger pose variations, the probability
increases, that the 3D data in the ear region is of low quality and hence that many shapes
from other image regions are selected. Further, we get an increasing number of false ear
candidates from the depth image. By using image domain fusion and context information,
we can give preference to the correct ear candidate. From this we can conclude, that the
usage of context information substantially contributes to the algorithm’s robustness to pose
variation.

In some cases, the detected ear region is too small (see Fig.5.4), because the algorithm
fails to find all necessary ear components. This happens, when the number of shapes from
the depth image is not sufficient or if the edges in the texture images are interrupted. This
issue, however, can be addressed by allowing the algorithm to choose more shapes from
the depth image before starting the image domain fusion.

Especially for images of yaw poses £30 degrees, there is another common type of error.
Fig.5.4 illustrates an example. This error is mainly responsible for the drop in the detection
rate at £30 and occurs if the ear is not visible in the image. In these cases, the algorithm
selects shape from the nose or the eye region and creates ear candidates from them. Often,
these ear candidates are rejected because of their low context score, but it happens that
they are good enough for not being rejected. If there is no better ear candidate available,
the algorithm will then mark it as the ear region.

5.4.2 Rotation Invariance

For evaluating the rotation invariance, we rotated the images from the UND-J2 dataset by
90 degrees clockwise and anticlockwise. Furthermore, we have run simulations on images
rotated by 180 degrees and on images that have been mirrored (also referred to as vertical
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Table 5.3: Results on rotated and flipped images from UND-J2 [201].

image orientation detection rate
No rotation 99%

180 degrees 98,6%
Mirrored 99%

90 degrees clockwise 99%

90 degrees anticlockwise 98,8%

flip). As it can be seen in Tab.5.3, the detection rate stays stable for all rotations. Two
examples for successfully detected ears in rotated images are shown in Fig.5.4 and 5.4.

The detection rates for left and right profiles (yaw pose £90 degrees) in Tab.5.2 in con-
nection with the results on the mirrored images, stresses, that the proposed method can be
used for left and right ears, without changes in the parameter set.

5.5 Conclusion

In this paper, we have presented a new approach to ear detection, which proposes a scoring
system for ear components that are derived from co-registered texture and depth images.
The proposed method utilizes the distribution of local orientations, the length of compo-
nents and context information for detection of the outer ear in images from multiple poses
and for left and right ears. Moreover, we have shown that our algorithm is invariant to
rotation and robust to partial occlusion, while maintaining the same detection accuracy as
previous work.

Our algorithm does not only localize ears, but also estimates their orientation, which
is important for normalization. In the future, we plan to use the ear outlines, which are a
side-product of the localization approach as a basis for normalization and feature extrac-
tion. At the same time, we are planning to improve the robustness to pose variation, by
conducting more experiments on context information. Additionally, we plan to improve
the throughput by exploiting the fact, that the combination step can easily be parallelized.
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Chapter 6

Towards Ear Detection that is Robust Against
Rotation

This chapter provides the third and last aspect of research question Q1: How can the outer
ear be automatically detected from 2D and 3D images? In this work, we focus on the ques-
tion, if sliding window detection approaches can be made invariant to in-plane rotations
by using a circular detection window.

In this work, we extend an existing approach for segmenting ears in depth images by
making it invariant to in-plane rotations. The original approach is using a rectangular slid-
ing window from which a block-wise histogram descriptor is created. We propose to use a
circular detection window instead and show that the circular window makes the ear detec-
tion invariant to in-plane rotations. The limitation of this approach is, that the projection
into the polar coordinate system causes a loss of image data though merging or stretching
single pixels in order to assign them to the correct radius. A suitable countermeasure could
be a weighting function that assigns weights to each block according to the relative number
of pixels it is representing.

The paper was published in [146]ANIKA PFLUG, PHILIP MICHAEL BACK, CHRISTOPH
BuscH, Towards making HCS Ear detection robust against rotation, International Carna-
han Conference in Security Technology (ICCST), 2012
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6. TOWARDS EAR DETECTION THAT IS ROBUST AGAINST ROTATION

Abstract

In identity retrieval from crime scene images, the outer ear (auricle) has ever since
been regarded as a valuable characteristic. Because of its unique and permanent shape,
the auricle also attracted the attention of researches in the field of biometrics over the
last years. Since then, numerous pattern recognition techniques have been applied to
ear images but similarly to face recognition, rotation and pose still pose problems to ear
recognition systems.

One solution for this is 3D ear imaging. The segmentation of the ear, prior to the
actual feature extraction step, however, remains an unsolved problem. In 2010 Zhou
at al. have proposed a solution for ear detection in 3D images, which incorporates a
naive classifier using Shape Index Histogram. Histograms of Categorized Shapes (HCS)
is reported to be efficient and accurate, but has difficulties with rotations.

In our work, we extend the performance measures provided by Zhou et al. by eval-
uating the detection rate of the HCS detector under more realistic conditions. This in-
cludes performance measures with ear images under pose variations. Secondly, we pro-
pose to modify the ear detection approach by Zhou et al. towards making it invariant
to rotation by using a rotation symmetric, circular detection window. Shape index his-
tograms are extracted at different radii in order to get overlapping subsets within the
circle. The detection performance of the modified HCS detector is evaluated on two
different datasets, one of them containing images in various poses.

6.1 Introduction

Ear Recognition is an emerging biometric, which has drawn increasing attention of re-
searches during the last years. Similarly to the face, the outer ear (auricle) is believed to
be unique. Additionally, the outer ear is particularly stable over a lifetime, easy to capture
and widely accepted. Even though, there are no long-term studies yet, observations by
Iannarelli [81] and Meijermann et al. [125] indicate, that the auricle is stable throughout a
longer period.

The auricle has a delicate and richly structured surface, which has been used for man-
ual identification by criminal investigators. In a biometric authentication scenario, the ear
could extend facial features in order to enhance the accuracy of this system. Moreover, the
usage of the outer ear can help to build biometric authentication and identification sys-
tems in unconstrained scenarios. The main advantages of the ear are its permanence and
its acceptability. The auricle’s shape remains stable after the first moths of a human life.
Additionally it is not affected by facial expressions. A survey by Choras et al. [50] could
also confirm, that many people do not have concerns about their appearance during the
capture process. Hence, ear recognition systems are believed to be more convenient and
more acceptable than face recognition stems.

In order to build automated ear recognition systems, using 3D ear images, it becomes
necessary to reliably segment the ear from the input image. Chen and Bhanu as well as
Yan and Browyer suggest using 2D photographs, which are generated when using a stereo
vision device.

In [201] they detect the skin region and the nose tip in profile images in order to reduce
the search space. Then, a modified active contours method is used to finally locate the ear.

Chen and Bhanu [49]locate the ear in profile images with a reference ear model, which
reflect the contour of the outer helix and the concha region. They exploit the fact, that high
curvature values can be measured between the edge of the outer helix and the surface of the
head. For locating the ear among several candidates, the template is fitted to the candidates
and the candidate with the lowest registration error is picked.

In [157], Prakash and Gupta an ear detection technique for 3D profile image, which
makes use of connected components, which are constructed by using the edges of the depth
image. These edges are combined to a connectivity graph, which is then matched with a
shape distribution template.
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Figure 6.1: Three HCS examples illustrating the transformation of shape index and curved-
ness values into HCS. The shape index decides the shape category and the curvedness
decides the value to increment with. For each block inside the detection window, a sepa-
rate HCS is calculated. The final descriptor is generated by concatenating all HCSs for all
blocks within the detection window.

Pflug et al. [154] propose to project high curvature values of the mean curvature to a 2D
binary image. After applying some morphological operations for removing artifacts, they
combine these projected structures with each in order to find structures, which are most
likely to represent the characteristic shape of an ear. The combined shape with the highest
likelihood is then marked as the ear region.

Finally, Zhou et al. [218] proposed a promising technique, called Histograms of Cate-
gorized Shapes (HCS), which uses the characteristic distribution of shape index values for
ear detection in 3D profile images. Although, it was only tested on a small dataset, Zhou et
al. achieved promising results. HCS ear detection is based on a sliding detection window
and hence it is not invariant to rotation. We observe that for larger angles the HCS ear
detector suffers from an increasing number of false positive detections. This causes many
incorrectly marked ear regions (see Figure 6.4). In this work, we provide additional perfor-
mance measures of the HCS descriptor on the UND-J2 [201] and the UND-NDO{f-2007 [64]
dataset. Furthermore, we propose to make the HCS detector invariant to rotation by using
a circular, rotation invariant detection window.

In the upcoming section, we summarize the approach of Zhou et al. and explain the par-
ticularities of our implementation. Subsequently, we introduce the concept of the circular
HCS detector and point out, how the original feature vector generation has to be adapted
in order to use a circular detection window. In section 6.4 we present the results of our
measurements on the detection performance of the circular as well as the rectangular HCS
detector. Finally, we conclude with an outlook on future work in Section 6.5

6.2 The HCS Detector

Histograms of Categorized Shapes (HCS) was introduced by Zhou et al. in [218]. This
approach for ear detection in 3D profile images exploits the characteristic, richly curved
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6. TOWARDS EAR DETECTION THAT IS ROBUST AGAINST ROTATION

structure of the outer ear for segmenting it. In experiments on UND Collection F [201],
Zhou et al. reported a detection rate of 95.8% at low computational costs.

The first step of HCS is to quantize the shape index s and the curvedness value ¢ into
a number of shape categories for describing the distribution of shapes, i.e. characteristics.
According to [28], the shape index s and the curvedness c of a surface patch are defined as
follows.

1 1 kmar kmzn
s = 3 arctan (7]%1% i_ k‘mm) (6.1)
2 1{32 )
c= max —2"_ main (6‘2)

Here, k5, is the minimum principal curvature and £y, is the maximum principal cur-
vature, respectively. The composition of the previously obtained shape index and curved-
ness values is used to vote each pixel into a histogram of categorized shapes (HCS) in order
to obtain the HCS descriptor. Figure 6.1 demonstrates how three pixel locations are voted
into HCSs. Pixels in the shape index image determine the shape category, i.e. a HCS bin,
whereas pixels in the curvedness image determine the value to increment with in the deter-
mined shape category. We found that a special treatment for pixels with non-defined values
(background pixels, which are not part of the model) is necessary. Simply ignoring these
pixels and adding empty HCSs caused a large number of false detections. So we decided
to introduce a penalty value for each undefined pixel in a block. In our implementation,
each undefined pixel is subtracted from all bins in the histogram. Thus, a block which only
contains undefined pixels will result in histogram with negative values for each bin.

The final HCS feature vector however is composed of overlapping blocks inside the
current detecting window. All HCSs from each of these blocks are concatenated in order to
obtain the descriptor for the whole detection window (see Figure 6.1).

The generation of the feature vector can be implemented in an efficient way by using
the concept of integral images, which was introduced by Viola and Jones [182]. The usage
of the integral image accelerates the summation of pixels, that are located inside a certain
area of an image . For a pixel p(z, y), the integral image I contains the sum of pixels, which
lie inside the square with the boundaries of z and y.

Iay)= > i(x.y) (6.3)

z'=1y'=1

Using the integral image approach, the HCSs are generated up for each block inside the
current detection window. This means, that the magnitude of each HCS bin inside a block
is determined by calculating the integral image for each of the eight bins values.

Because the blocks can be of different size, the summed curvedness values in large block
HCSs are significantly larger than the curvedness values in small block HCSs. In order to
equalize the weights of HCSs from different blocks, the HCSs are normalized. In order to
identify the optimal normalization scheme, we evaluated different normalization methods
and were able to reproduce the results of Zhou et al. who found that the L2-Norm yields a
slightly better performance than L1-Norm, L1-sqrt and L2-hys. Based on these results, we
chose the L2-norm as the default scheme for all experiments using the rectangular detection
window. The HCSs feature vector serves as the input for a Support vector Machine (SVM),
which is trained to distinguish between HCSs, that were extracted from the ear region and
other HCSs. The classifier was trained with the ear images of the first 100 subjects of the
UND-2 Database.

The positive training set was generated by manually cropping the ear region from the
input images. Subsequently, the cropped window is resized in order to have the same size
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Figure 6.2: The left figure shows an example for ear candidate detections and a detected
ear region in a profile image from UND-J2. The crosses represent the ear candidates and
the circles represent the center points of the clusters after mean shift. The right figures
illustrates how mean shift converges to the central point in a cluster of ear candidates.

as the detection window. Once the training images have been adjusted in size, four ad-
ditional ear samples are obtained for each of the training images. The purpose of these
additional samples is to cover small variations of the ear, such as small rotations and trans-
lations. The four additional samples are generated by shifting the cropping window twice
by + 5 pixels and by rotating the ear by + 5 degrees.

For obtaining negative examples, arbitrary parts of the training images were cropped
with the restriction, that they have less than 10% overlap with the ear region. For each
positive training image, 15 negative examples are generated. Using the previously trained
SVM classifier, a sliding window of varying scales is now moved across the image and
its content is classified as ear or non-ear. In Figure 6.2 the results of the SVM classifier
are marked with a cross. It can be seen, that the ear region is detected several times, which
leads to a cluster of detection is this region. Furthermore, there is a number of false positive
detections in the collar region. It is, however, assumed, that the ear actual region can be
found in the densest cluster of detections. Hence, the last step for detecting the ear is to
select the densest region of detection by using mean shift [56].

Mean Shift is an iterative algorithm, which locates the point of the highest density of
detection points. It starts at some point y in the image and analyses the neighborhood of
y in a predefined radius o. In each iteration y is shifted to the point inside o, with the
highest local density of detection points. As y keeps moving towards the highest density
region of the current cluster, the step size in each shift of y decreases until it falls below
a predefined value. Once this is the case, the algorithm stops and the last position of y is
the point with the highest density of ear candidates. This point is the top left corner of the
detection window containing the ear.

6.3 HCS Using a Circular Detection Window

Because of the usage of variable mean shift, the HCS detector is invariant to scale up to
some degree. Invariance to rotation, however, remains an unsolved issue for many naive
classifiers. Moreover, the order of the blocks inside the detection window is important,
which means that an additional classifier will be necessary for detection left and right ar-
eas from images. Any additional classifier, however, doubles the processing time for the
detection.

In order to overcome these issues, we propose to replace the rectangular detection win-
dow with a circular one. The blocks inside the detection window are ring-shaped, which
makes the detector invariant to rotations and gives it the ability to detect left and right ears
with the same classifier.
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We achieve this by adapting the existing HCS approach as follows. First, we start by
determining the shape index and curvedness values of the input image, as defined in equa-
tions 6.2 and 6.2. To obtain the feature vector, we first crop a square region from the image
and use the pixels of its in-circle, which is transformed into a polar coordinate system. The
transformed detection window is now square again and any rotations of the input image
will become visible as a horizontal shift. The ring-shaped blocks can now be easily obtained
from the rows of the transformed images.

For the regions at the center of the circle, the number of input pixels per row is smaller
than the number of input pixels from regions at the circle’s boundary. In order to obtain
roughly the same number of input pixels per block size, the radii which define the inner
and the outer boundary of the ring-shaped block must be adapted. For blocks in the center
of the circle, the difference between the outer boundary radius r¢ and the inner boundary
radius must be larger than for blocks at the detection window’s edges. The area of a block
Ais

A=7rg —7(rg —b)? (6.4)

b stands for the block size. The area of each block is always calculated at the outer
boundary of the detection window. Hence, for a detection window with a radius of 48
pixels, ro would be 548. In our experiments, the values for the block sizes b are set to 2
pixels, 4 pixels and 8 pixels.

The block extraction starts from the outer boundary of the circle and moves towards its
center. We define r;_; as the outer boundary of the current block and r; as its inner bound-
ary. The inner boundary of the previous block automatically becomes the outer boundary
of the subsequent one. According to 6.3, the relation between r; and r;_; is

A=mr? | —mr? (6.5)

By solving this equation, we obtain the inner radius r; for the outer radius r;_;.

ﬂ'ri{l — A
ri =\ —— (6.6)
s
It is preferable to introduce some redundancy into the feature vector, in order to get
better detection results. This is done by repeating the block extraction for block size b with

a different initial radius denoted as (. Based on the initial radius 7o, r{ is simply

Ty =T0 — g (6.7)

Similarly to the original HCS approach, the feature vector is obtained by concatenation
all HCSs from all blocks, as illustrated in Figure 6.3. The HCSs were computed by using
the same voting scheme as in Figure 6.1. Moreover, we used the L2-norm for normalizing
the HCSs from each block before adding them to the feature vector.

The ear detection itself is performed in the same way as for the HCSs using a rect-
angular detection window. The training set consists of the same number of positive and
negative examples, which the difference that we do not generate additional samples by ro-
tating them by £5 degrees. The negative examples are, again, obtained by using randomly
selected regions from the training images, having less than 10% overlap with the ear region.

During the detection phase, a square detection window is moved across the image. The
in-circle of the detection window is cropped and the local feature vector is obtained after
the contents of the in-circle are transformed into a polar coordinate system. Subsequently,
the feature vector is obtained from the transformed image and the SVN decides, whether
this feature vector may be an ear or not. The final ear region is selected by locating the
densest cluster of ear candidates from all scales using mean shift.
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Figure 6.3: Illustration of the feature vector computation using a circular detection window
and variable radii.

6.4 Experimental Results

Our experiments cover tests on the HCS descriptor with the rectangular and the circular
detection window and are based on two different datasets. We used the UND-J2 collec-
tion [201] as well as the UND-NDOf{-2007 collection [64] for testing HCS ear detection for
robustness against rotation, occlusion and pose variations.

The first series of tests is based on the UND-J2 collection. It consists of 2414 left profile
images from 404 subjects. The images do not contain any pose variation and only minor
occlusions (mostly because of earrings). Variations in the pitch pose were simulated by
rotating the images by various angles. In our experiments, we used a subset of UND-J2,
which consists of 1287 images from 253 subjects.

A second experiment is conducted on the basis of UND-NDO(ff-2007 collection, which
consists of 7386 images from 296 subjects. We selected a subset of this database, which
covers all images with yaw poses between 30 and 90 degrees and -30 -90 respectively. This
subset contains fully and partly occluded ears. Moreover, some subjects are wearing ear-
rings. For each yaw pose, UND-NDOff-2007 contains different pitch poses between -60 and
+ 45 degrees, where positive pitch values indicate and elevated gaze. UND-NDO(f does not
contain arbitrary combinations between yaw and pitch poses. The main reason for this is,
that the database was initially collected for evaluation face recognition approaches and not
for ear detection. Hence it mainly contains frontal views, where a large part of the face is
still visible. In Table 6.2 we have marked the missing combinations with "NA”. For each
available combination between yaw and pitch, the database contains roughly 170 images
per subject.

The performance of the detection approaches is measured by comparing the detected
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Table 6.1: Detection rates for different rotation angles for UND-J2

Pitch rectangular circular
—60° 38.78% 82.14%
—40° 64.13% 79.37%
—30° 93.17% 89.59%
—20° 94.07% 89.9%

—10° 97.28% 93.08%
0° 98.22% 94.17%
+10° 94.43% 93.18%
+20° 75.44% 92.08%
+30° 49.06% 74.98%
+40° 43.07% 79.02%
+60° 26.01% 82.12%

Figure 6.4: Detections of the rectangular HCS detector under rotations of +10, +20 and +30
degrees. It can be noticed that the number of false positive detection increases with the
rotation angle.

ear region with a ground truth. The ground truth was generated with a small tool, where
humans can draw bounding boxes around the ear region. We consider the detection result
as correct if at least 50% of the detected ear region and the ground truth overlap.

6.4.1 Experiments on UND-J2

The goal of the experiments using the UND-]2 dataset is twofold. Firstly, we would like to
reproduce the results from [218] in order to prove the correctness of our implementation.
Secondly, the behavior of the HCS detector under rotations (which ware variations in the
pitch pose) is observed. In order to achieve this, we measured the detection rate of HCS
with a rectangular and a circular detection window with different rotations between plus
and minus 60 degrees of the image.

The results of the first experiment are summarized in Table 6.1. For non-rotated images,
we measured a detection rate of 98.22%, which means that we could almost reproduce
the results of Zhou et al. in [218]. The detection rate, however, drops when the rotation
angle is increased. It is striking that the HCS detector appears to be more robust against
clockwise rotations than anti-clockwise rotations. At the first sight, this behavior seems
to be surprising. A closer look at the detection results in Figure 6.4, however, shows the
reason.

The detection rate for clockwise and anti-clockwise rotations is different, because the
number of false positives is different for each rotation. For anti-clockwise rotations, the
number of false positives increases faster than for clockwise rotations. This is a problem,
because mean shift places the final detection window in the image region with the densest
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+10° +20° +30° +40°

+50° +60° +70° +80°

Figure 6.5: Detection results under different rotations using the HCS detector with a circu-
lar detection window.

cluster of positive detections. If the number of false positives is too large, mean shift con-
verges towards the wrong image region and hence returns a misplaced detection window.

The overall detection rate of the circular descriptor is lower than the detection rate for
the rectangular one. This may be due to the loss of one dimension and hence the shorter
feature vector, which roughly has half the length of the feature vector for the rectangular
window.

The detection rate still drops a bit with increasing rotations, but it is much less affected
than the rectangular window. At £60 degrees it is still larger than 82%. Moreover the de-
tection rate drops symmetrically for clockwise and anti-clockwise rotations, which points
to the fact, that the circular descriptor has a predictable and well-specified behavior for
in-plane rotations. The false detection, which are caused by an increasing number of false
positives, however, still remains and could not be entirely solved by using the circular de-
tection window. Figure 6.5 shows that the number of candidates in the ear region remains
constant, but similarly to the rectangular window, the number of false positives in other
image regions increases with rotation. Compared to the approach using the rectangular
detection window (see Figure 6.4), we nevertheless get fewer false positives.

Though the circular descriptor is robust against in plane rotations, it is not rotation
invariant. Along with the increasing number of false positive detections, this behavior
may be caused by interpolation artifacts. As mentioned before, we simulate variations in
the pitch pose by rotating the input image by a given angle using the MATLAB function
imrotate(). This function uses linear interpolation for generating the final rotated images,
which could have affected the detection performance.

6.4.2 Experiments on UND-NDOff-2007

The series of experiments using the UND-NDOff-2007 collection is designed to measure the
impact of pose variation on the rectangular and the circular HCS detector. The rectangular
detector was tested on data showing only the left ear, whereas the circular detector was
tested on left ear and right ear data.

As we expected, the rectangular and the circular detector are affected by pose changes.
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Table 6.2: Detection rates of the circular HCS detector for different yaw and pitch poses on
UND-NDOf£-2007.

Pitch Yaw
+90° +60° +45° +30° -30° —45° —60° -90°

—60° - - - - - - 59.29% -

—45° - - 57% - 43.78%  54.42% - -

—30° - - - 25.37%  30.72%  52.88% - -

—15° - - - - 32.8%  60.58% - -

0° 91.76% 71.68% 71.82% 42.61% 30.17% 64.02% 70.44% 87.43%
+15° - - - - 31.79% 59.51% - -

+30° - - - 27.68%  30.72%  63.23% - -

+45° - - 707% - 40.49% 61.62% - -

Deviations in the yaw pose and pitch pose affect the both detectors in an equal way. Be-
cause both detectors were trained to detect profile ears, they are reaching their maximum
detection rate on profile view images. For the circular detector, this can be either the left
or the right profile, whereas the rectangular detector only detects ears from left profile im-
ages. For large deviations in the yaw pose, the detection rate of both approaches drops in
a similar manner.

Though yaw pose variations up to 45 degrees cause a significant drop in the detection
rate, both approaches are still able to detect roughly 70% of the ears correctly. For yaw
poses of +30 degrees, the detection rate is less than 55 %. This effect may be explained by
the fact that the auricle protrudes from the side of the head. If the yaw pose moves towards
the face, many details of the auricle are still visible. For yaw poses between -30 and + 30
degrees, important details of the auricle are occluded due to its concave shape.

When looking at the effect of pitch poses, the behavior of the rectangular and the circu-
lar detector seems to be surprising. For 30 degrees yaw poses, a pitch pose of & 45 degrees
results in a higher detection rate. In all other cases, increasing deviations in the pitch pose
are lowering the detection rate of the algorithm, which is the observation that one would
intuitively expect.

The increasing detection rates at poses of 30 degrees yaw and +45 degrees pitch can be
explained by a combination of self-occlusion effects and the experimental setup during the
data collection. Whereas the tragus may occlude parts of the concha or the antihelix at a
pose of 30 degrees yaw and 0 degrees pitch, these details become visible again when the
pitch pose is changed. Moreover, many subjects are leaning backward when looking at a
point above then and forward when looking at a point below them. Hence, the images do
not only show the ear from different poses, but also in different scales (see Figure 6.6 for an
example). For large variations in the yaw pose, this effect appears to have a positive impact
on the detection rates, whereas it has a negative effect for other yaw poses.

6.5 Conclusion

In this work we have introduced a new approach for 3D ear detection, using a circular
detection window. Based on the results we obtained from UND-J2 collection, the detection
performance of the circular detector could not exceed the performance of [218]. Under in-
plane rotation however, the circular detector is more accurate than the original approach
using a rectangular detection window. Encouraged by these results, we plan to improve
the performance of the circular detector by using a longer feature vector and by taking a
closer look at the causes for the slight performance drops under rotation.
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+30°, 0° +30°, +45° +30°, —45°
Figure 6.6: Examples of ear images with yaw poses of 30 degrees and pitch poses of 0, +45

and -45 degrees. Note that the images show the ear in different scales and that some parts
of the ear are occluded, depending on the pose.

A final remark should be made concerning the computational effort of the circular de-
tector, which is considerably higher than the rectangular one. The reason for this is, that
the integral image has to be computed separately for each detection window. In order to
make the detector suitable for practical applications, the computation of the local feature
vectors should be significantly accelerated.
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Chapter 7

Segmentation and Normalization of Human
Ears using Cascaded Pose Regression

When using texture description methods for feature extraction, accurate cropping and nor-
malization is an important step for ensuring a good system performance. In face recogni-
tion, the symmetry of the face is used to achieve an accurate normalization of the images.
For ear recognition, however, we cannot rely on such a property. Q2: How can cropped
ear images be normalized with respect to rotation and scale?

We applied Cascaded Pose Regression for segmenting and normalizing ears from face
profile images. We show, that systems that were using the normalization generally per-
formed better than system without normalization. From this we conclude that the pro-
posed method can be used for normalizing in-plane rotation and scale of the ear region in
face profile images and in pre-cropped ROlIs.

The paper was published in [148]ANIKA PFLUG, CHRISTOPH BUSCH, Segmentation
and Normalization of Human Ears using Cascaded Pose Regression, Nordic Conference
on Secure IT Systems (NordSec), 2014
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7. SEGMENTATION AND NORMALIZATION OF HUMAN EARS USING CASCADED POSE
REGRESSION

Abstract

Being an emerging biometric characteristic, automated ear recognition is making its
way into forensic image analysis for law enforcement in the last decades. One of the most
important challenges for this application is to deal with loosely constrained acquisition
scenarios and large databases of reference samples. The research community has come
up with a variety of feature extraction methods that are capable of handling occlusions
and blur. However, these methods require the images to be geometrically normalized,
which is mostly done manually at the moment.

In this work, we propose a segmentation and normalization method for ear images
that is using cascaded pose regression (CPR). We show that CPR returns accurate rota-
tion and scale estimates, even for full profile images, where the ear has not been seg-
mented yet. We show that the segmentation accuracy of CPR outperforms state of the
art detection methods and that CPR improves the recognition rate of an ear recognition
system that uses state of the art appearance features.

7.1 Introduction

In the last decade, ear recognition has evolved towards a promising new biometric trait
that can help to extract more information from half profile and profile images. Building
on the work of lannarelli [81], the shape of the outer ear is widely regarded as unique
and persistent. The research community has evaluated a large number of different types of
features. Traditionally, the most important application of ear recognition systems is forensic
images analysis on images from surveillance cameras, where subjects are usually unaware
of the image capture process. Based on ear features, several cases could be cleared, such as
a series of robberies at gas stations [79].

Another anticipated application of ear recognition is automatic border control. Both
scenarios, law enforcement and airport security, require a stable and reliable normalization
algorithm that is capable of rotating and scale the ear image to a well-defined reference
orientation. Having normalized images allows us to use all kinds of appearance features,
such as LPQ and HOG for describing the ear structure. The normalization should also be
tolerant to smaller pose variations and partial occlusions.

When working with CCTV footage, the ear is often small and blurred which makes
landmark detection a complicated problem. Some landmarks, and sometimes even the
whole ear region may be occluded when a subjects is not cooperative. We also know these
problems Landmark-based approaches for face recognition in the wild. For this particular
problem, feature selection methods using random forests are successfully applied. In [203]
landmark candidates are selected from an image and then selected during a voting process.
A major challenge in ear normalization is, that accurate landmark localization is a difficult
problem as such. The extraction of landmarks is prone to errors, because many approaches,
such as ASM for example, depend on proper initialization and requires a large training set.
Unlike the face the ear does not have a symmetry axis to support landmark positions.

In [205], Yazdanpanah and Faez normalize previously cropped ear images by using
edge information. A similar approach is also proposed by Wang [188], where the outline of
the outer helix is extracted from the convex hull of a binary image that describes the outer
helix and other elevated parts of the ear. In both approaches, the authors are using the axis
that connect the two points with the largest distance and rotate the image, such that this
axis is vertical. However, these approaches require that the ear has been located exactly
and that all edges in the image actually belong to the ear. Gonzalez et al. propose to use
an active shape model for locating the outer helix and then also use two farthest points on
this line for normalization [70]. Both approaches require that there are no occlusions in the
image and that the outer ear has already been located by a previous detection step. For a
more in-depth discussion and comparison of recent advances in ear biometrics, please refer
to the survey of Pflug and Busch [147].
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Figure 7.1: Illustration of the CPR-based geometrical normalization of ear images. We fit
an ellipse that encloses the ear, and rotate the whole image such that the major axis of the
ellipse is vertical.

We propose to estimate the orientation of the ear by using cascaded pose regression
(CPR) [62]. This algorithm uses an abstract elliptical model for pose estimation, which
fits well to the shape of the outer ear. CPR locates and normalizes the outer ear in profile
images, such that a texture descriptor will have a stronger performance. CPR segments the
ear region and rotates the cropped image in a way that the superaurale is oriented vertically
(see Fig. 7.1). Working with normalized images enables a higher recognition performance
with texture-based features and a more accurate landmark detection with Active Shape
Models and Active Appearance Models.

The main contributions of this paper are (1) segmentation of the outer ear in pre-cropped
full profile images and (2) rotation normalization of the ear region. The normalization ex-
periments are conducted on three different publicly available datasets.

The remainder of this paper is organized as follows: in Section 7.2 Cascaded Pose Re-
gression (CPR) is briefly outlined. In the subsequent section we first report on the detection
performance for full profile images and compare the performance with existing state of the
art approaches for object detection. The experimental results on the performance gain from
normalizing the ear image with CPR are presented in Section 7.4. The paper is concluded
with final remarks and future work in Section 7.5.

7.2 Cascaded Pose Regression

Cascaded Pose Regression (CPR) was proposed recently by Dollar et al. [62]. This algo-
rithm is capable of estimating the pose of a roughly located object in an image by using a
cascade of weak fern regressors with local features. In their work, Dollar et al. show that
CPR converges fast and performs well with small training sets. They also show that CPR
can be applied in different contexts, such as pose estimation of mice, fish and facial land-
mark detection [36]. What makes CPR particularly interesting for normalizing ear images
is the fact that it is not relying on any symmetry constraint or other kinds of higher semantic
information. It is solely using local brightness information for estimating a transformation
matrix between a given state of the descriptor and the trained model. We will only briefly
outline the main ideas of CPR in this selection. For more details, please refer to the original
paper by Dollar et al. [62].

In the beginning of the estimation process, the model is initialized at a random position
in the image. In our case, the model is described by the parameters of an ellipse, with
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center coordinates z, y (see Fig. 7.1). With respect to this coordinate system, we pick a fixed
number of pose indexed control point features [141]. A control point feature h(p1,p2) is
defined by the difference between two gray scale values at two locations I(p;) and I(p2) in
the image I.

For each pose ®, we can define an associated 3z3 projection matrix Hg, that express p
in homogeneous coordinates. Based on this, we can define

By ps (@, 1) = I(Hop1) — I(Hopo) (7.1)

The algorithm iteratively optimizes the projection matrix, such that the differences between
a pair of two pose indexed features is minimized.

During model training, the algorithm learns to predict the orientation of a given object
by minimizing a loss function L between the current orientation ®; and a defined ground
truth orientation ®! based on the pose indexed features. The loss function models the
sum of differences of all pose indexed features between the current pose and the previous
iteration. Let d() be the function that computes the difference between two sets of pose
indexed features. Then the loss function L can be written as

N
L=Y d@®], ) (7.2)
=1

In this equation, i refers the i'th stage in the cascade. The training in each stage is repeated
until the error drops below a target value ¢ > 1, which reflects that the error in the previous
iteration was either smaller than or as large as in the current iteration.

N

N
€= d(®},®;)/ Y d@", ) (7.3)
=1

i=1

A stage in the cascade consists of a fern regressor [141] that is taking a randomly chosen
subset of features and then samples random thresholds. The fern regressor is created by
randomly choosing a given number of elements .S from the vector of pose indexed features
and them samples S thresholds randomly. We chose the best fern regressors in terms of
training error from the pool of R randomly generated ferns. It may happen that CPR gets
stuck in a local minimum and hence fails to estimate the correct orientation. To prevent
this, the regressor in initialized K times and the solutions are clustered. CPR then returns
the orientation with the highest density.

For normalizing ear images, we use a single part elliptical model that roughly encloses
the outline of the ear. By doing this, CPR can make use of the rich and distinctive texture
information inside the ear region. The elliptical model is defined by a set of pose indexed
features that are used for optimizing the position of the model in the image as briefly de-
scribed above.

A particular pose of the ear is defined by a given set of ellipse parameters z, y, amajor,
Aminor and ©, where z,y are the coordinates of the ellipse center, amajor, @minor are the
lengths of the major and minor axis of the ellipse and 6 denotes the skew. When fitted to the
ear, the major axis of the ellipse is cutting the lobule and pointing towards the superaurale
and the minor axis of the ellipse encloses the tragus region. Fig. 7.1 shows an example of
how the ellipse is placed.

Following the recommendations in [62], we choose the parameters of our trained model
as follows: the number of cascades is set to T' = 512, the number of ferns is F' = 64, and the
number of pose-indexed features is chosen to be R = 512. The regressor is initialized for
K = 50 times.

Based on the ellipse parameters of a fitted model, we can segment and normalize the
ear region. This is done by rotating the image about the center point of the ellipse in a way
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Figure 7.2: Examples for fitted ellipses in original database images from UND-J2 (a), AMI
(b) and IIT-Kanpur (c) along with cropped and normalized ROIs.

that the major axis of the fitted ellipse is horizontal. The rotation angle p can be directly
inferred from the orientation of the ellipse, denoted as . This is also illustrated in Fig. 7.1.

p=090—0 (7.4)

After rotating the ear into the defined pose, the ear region is cropped by using the enclosing
rectangle of the fitted ellipse. When the major axis of the ellipse is rotated to be vertical,
differences in scale can be removed by resizing the ROI in a way that the major axis of all
ellipses have the same length. The width of the ROI is adjusted accordingly such that the
aspect ratio is preserved.

In Fig. 7.2, we see pairs of example images with the fitted ellipse in the original image
and the cropped region of interest (ROI). There are two pairs from the same subjects and
from each database.

7.3 Detection from Profile Images

In this experiment, we determined the segmentation performance of our CPR model on full
profile images. Using the UND-J2 [201] database, we compared the segmentation accuracy
of cascaded pose regression with HOG features, Haar like features and LBP. We used the
Implementations of OpenCV 2.4.3. Each of the four detectors was trained with 400 images
of the UND-J2 database. The remaining 1377 images were used for evaluation. We are
aware, that a selection of 400 images is a rather small training set for Haar-like features,
LBP and HOG detectors. This is done on purpose, to highlight the fact that CPR gives
exact estimations of the orientation of the outer ear, even with a small training set.

The detection accuracy was determined on the base of a manually annotated ground
truth. For calculating the detection accuracy, we compare two image masks with each
other and compute the overlap O of these two regions. We consider a detection as being
successful if the overlap between the ground truth and the detected region is larger than
50%. This constraint is set in accordance to related work on ear detection, such as in [146],
in order to be comparable. Both of these works are using left profile images from the UND
collections as well. Let the ground truth region be denoted as G and the detection region
be denoted as R. Then O can be written as

_ 2GNR

O=2=""4
|G|+ |R|

(7.5)

The results of this experiment are summarized in table 7.1. CPR segmentation clearly out-
performs HOG and Haar-like features. The detection accuracy of LBP and CPR are similar,
however, the detection accuracy of CPR is still slightly better than LBP.
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Table 7.1: Comparison of detection rates of different features on images from UND-]2

Algorithm Detection Accuracy
HOG 77.05%
LBP 99.05%
HAAR 98.32%
CPR 99.63%

In contrast to cascaded detectors, CPR does not only provide information about the
location of the ear, but at the same time, gives an estimate of the axis between the tragus
and the superaurale for normalization. Moreover, the segmented ear regions from CPR are
more accurate than the ROIs of cascaded detectors. This means that the segmented region
contains only a small portion of the ear’s surroundings.

7.4 Normalization

7.4.1 Experimental Setup

In the second series of experiments we evaluate the impact of CPR normalization on the
recognition performance of local texture descriptors. All of these descriptors are vulnerable
to pose and scale variation !. We hence expect an increase in recognition performance for
each of these methods, when the image is normalized prior to feature extraction.

Further, we expect the performance improvement to be independent of the texture de-
scriptor and the projection technique. In other words, we expect the EER and the rank-1
recognition rate in a configuration where CPR normalization was used to be better than in
the same configuration in a reference system, where the image was not normalized. The
ear recognition system for obtaining the performance indicators is outlined in Fig. 7.3.
We apply 10-fold cross validation for obtaining the performance indicators in each of the
configuration.

Configurations with normalized ears use the cropped and normalized RO], that is re-
turned from CPR. The reference system, is using manually cropped ear regions for UND-J2.
For AMI and IITK, we used the complete images for computing the reference performance
(see Fig. 7.2. The performance indicators for normalized images were operating on the
output ROIs from CPR (see Fig. 7.2).

The recognition experiments were conducted on UND-J2, AMI and IIT-Kanpur databases
with the following partitioning:

UND-J2: The UND-J2 database is an image collection with 2D and 3D left full profile
images, however, only the 2D images are used in this evaluation. The ground truth image
of UND-J2 have been cropped manually. Samples, where the ear detection using CPR
failed, have been removed from the evaluation set in order to keep the segmentation error
and the recognition error separated. We used all subjects with at least 6 samples that have
not been used for CPR training. Five of these samples were used for training, and one
sample was used for testing. In consequence we were using 583 images for training and
117 images for testing.

AMI: The AMI database is a collection of close-up, high resolution ear images. It con-
sists of 8 samples per subject in total, whereas the first sample shows the right ear and all
other samples show the left ear of each subject. For left ears, each sample was captured
from a slightly different pose and distance. The first 30 subjects have been used for training

IThere exist extensions for LBP that make it invariant to scale. These extensions are not covered in this work,
because we would not be able to illustrate the impact of the normalization with scale-invariant features.
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Figure 7.3: Experimental setup showing all appearance features and projection schemes.

CPR. For the remaining 67 subjects, we used sessions 2 until 6 for training and session 7 for
testing. This implies that we have 335 training images and 67 testing images.

IIT-Kanpur: The IIT-Kanpur database contains ear images that have been collected on
different days with a fixed distance between the subject and the camera. There are slight
variations in the pitch pose. The first 50 subjects have been used for training CPR. For the
remaining subjects, we used sessions 1 until 3 for training and all remaining images for
testing. Hence, the training set contained 225 images and the testing set was composed of
81 images from 74 different subjects.

7.4.2 Texture Descriptors

For texture description, we apply three different state of the art texture descriptors, which
are Unified Local Binary Patterns (uLBP), Local Phase Quantizaton (LPQ) and Histograms
of Oriented Gradients (HOG).

Unified Local Binary Patterns (uLBP): uLBP [138] encodes local texture information on
a pixel level by comparing the grey level values of a pixel to the grey level values in its
neighborhood. The size of neighborhood is defined by a radius around the pixel g;, which
is at least 1 (for a neighborhood having 8 pixels). Every pixel ¢; within the radius that has
a larger grey level value than the center pixel is assigned the binary value 1, whereas all
pixels with a smaller grey level value are assigned the binary value 0.

The binary values in the neighborhood pixels are concatenated to form a binary string
corresponding to the center pixel. Only those binary strings which have at most two bit-
wise transitions from 0 to 1 (or vice-versa) are considered - there are 58 such strings. This
binary string is then mapped to a value between 0 and 58.

The uLBP-based ear descriptor is computed by first sliding a window of a predefined
size and overlap (step size in pixels) in the horizontal and vertical direction over the LBP
image. From each sub window a local histogram with 59 bins is extracted (the first 58 bins
correspond to the uniform binary strings, and the 59-th bin corresponds to the rest).

The final descriptor is the concatenation of each local histogram. For a window size of
20x20 pixels and an overlap of 10 pixels, this results in a feature vector of dimension 3776.

Local Phase Quantization (LPQ): The concept behind LPQ [10] is to transform the im-
age into the Fourier domain and to only use the phase information in the subsequent steps.
Given that a blurred image can be viewed as a convolution of the image and a centrally
symmetric point spread function, the phase of a transformed image becomes invariant to
blur. For each pixel in the image, we compute the phase within a predefined local radius
and quantize the image by observing the sign of both, the real and the imaginary part of
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the local phase. Similar to uLBP, the quantized neighborhood of each pixel is reported as
an eight digit binary string.

Given an image, the LPQ value is first computed for every pixel. Next, local histograms
with 265 bins are computed within a sliding window. We move this sliding window, with
a given overlap between two neighboring windows, in horizontal and vertical direction
over the image and concatenate each local histogram. With a 20x20 window size and an
overlap of 10 pixels, this results in a 16.384 dimensional feature vector.

Histogram of Oriented Gradients (HOG): Computation of the HOG [57] descriptor
involves five steps, which are the gradient computation, orientation binning, histogram
computation, histogram normalization and concatenation of local histograms. The algo-
rithm starts by computing the local gradient by convolving a 3 x 3 region (HOG cells) with
two one-dimensional filters (—101) and (—101)7. The local orientation at the center of each
HOG cell is the weighted sum of the filter responses of each pixel.

The local orientations within a larger sub-window, denoted as block, are then quantized
into bins in the [0,27] interval. Subsequently, the image is divided into blocks of equal
size and a local histogram of quantized orientations is extracted. Subsequently, the local
histogram from each block is normalized with the L2-norm. Finally, all local histograms
are concatenated to form the HOG descriptor for the image. The HOG descriptor with
block size of 8 x8 pixels and 9 orientation bins has 5184 dimensions.

7.4.3 Feature Subspace Creation

The feature subspace for each of the descriptors is created with one of four different pro-
jection techniques. We apply the widely used LDA as representative for linear projection
method. Additionally, we use KPCA [172] to have a non-linear technique. Finally, the most
likely identity for each probe image is the reference image that has the smallest cosine dis-
tance to the projected probe image in the feature subspace. Parts of the source code for this
experiment are based on the PhD Face recognition Toolbox.

7.4.4 Results

In Table 7.2 the rank-1 recognition rates and the EERs are summarized for all possible com-
binations between texture descriptors and the two dimensionality reduction techniques.
As the numbers show, CPR normalization improves the performance all pipeline configu-
rations using LDA and with each of the databases. Compared to the reference configura-
tion, the EER is improved up to 3% in each of the databases. The improvement is of course
dependent on the degree of pose variations in a dataset. Because the poses in UND only
vary slightly, we have larger pose variations in IITK and the AMI datasets. The ear im-
ages in IITK vary in rotation and the images in AMI contain rotation and scale variations
(see Fig. 7.2). Consequently, there is more potential for CPR to correct variations of scale
and rotation, as well as to accurately segment the ROI. Examples for successfully corrected
variations, are shown in Fig. 7.2.

When using KPCA for creating the feature subspace, we obtain high error rates How-
ever, the error rates as well as the standard deviation between the error rates from different
cross-validation attempts are high for these configurations. Based on our observation, we
conclude that KPCA is not a suited for the texture descriptors in our experiment. The
recognition performance of all configurations using LDA yields EERs below 3,5% in all
databases. On average, the lowest error rates were achieved with HOG. However, LPQ
and uLBP perform similarly on all datasets.

Another factor that may also have influenced the performance of images, that have
been normalized with CPR is, that CPR is capable of cropping the region of interest more
accurately than other segmentation techniques, such as those used in the previous section.
Hence, the feature vector contains less information for the surroundings of the ear com-
pared to the ground truth in AMI and IITK. The region around the ear contains some in-

98


http://luks.fe.uni-lj.si/sl/osebje/vitomir/face_tools/PhDface/

7.5 CONCLUSION

Table 7.2: Detection rates with normalization (CPR) and without normalization (GT) for
selected recognition pipelines. EER and rank-1 recognition rate are given as percentages

and are represented as tuples of the form EER // Rank-1.

LDA KPCA
CPR GT CPR GT
UND-J2
ULBP 2.58 // 93.35 3.43 //90.94 2336 //38.86  29.93//22.28
LPQ 3.23 // 9151 450 // 82.28 17.02 // 5544  22.22 // 36.08
HOG 1.76 // 95.70 3.05//91.14 26.87 // 1943 32.66 //5.44
AMI
uLBP 1.85// 934 432//86.1 39.02//19.30 2840 //26.1
LPQ 040 // 97.2 5.19 // 85.2 4053 // 16.0 2598 // 42.1
HOG 0.68 // 98.10 5.21// 82.2 2299 // 43.1 28.44 //19.9
IITK
ULBP 0.26 // 99.72 1.67 // 97.22 11.84 //72.64  16.88 // 70.41
LPQ 0.02 // 99.72 3.28 // 94.03 8.01 // 85.28 18.76 // 61.1
HOG 0.18 // 99.72 1.48 // 95.83 6.01 // 86.25 23.22 // 35.27

formation, which helps to increase the performance in datasets, which have been collected
in a short period of time. However, we expect that these features are subject to changes in
hairstyle, clothes and jewelry and hence are rather a soft biometric, than a permanent fea-
tures. For real life applications, we assume that a more accurate segmentation will result in
better recognition performance.

7.5 Conclusion

In this work, we have shown, that an ear image can be normalized without the need for
symmetry or landmark extraction. We have provided experimental evidence showing that
cascaded pose regression improves the performance in two ways. With CPR it is possible to
detect and normalize the outer ear from profile images with only one processing step. The
ear region can be segmented accurately to make sure that the feature vector only contains
information about the ear and not about its surroundings. In addition to this, CPR also
extracts information to compensate differences in rotation and scale, while being robust to
minor occlusions.

We have shown that the performance improvement, which can be achieved with CPR
is independent of the capture scenario by using different datasets. The performance im-
provement is also independent of the texture descriptor. Motivated by our results, we plan
to train multi-part CPR models for landmark detection in the future.
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Chapter 8

A Comparative Study on Texture and Surface
Descriptors for Ear Biometrics

Histogram-based texture descriptors have the advantage, that they produce a feature vec-
tor of fixed length at a high biometric performance, but are restricted to 2D images only. In
this chapter we address research question Q3: Is it possible to combine 2D and 3D data in
order to obtain a better descriptor that yields a better performance than 2D or 3D alone?

We first conduct a comparative study of different texture descriptors in 2D images and
determine the optimal parameter sets for each of the datasets in our experiment. The same
is also done for depth images, using the Shape Index and the Curvedness index as the
input for the texture descriptors. In addition, we also propose to combine information
from texture and depth images in a single histogram descriptor. We conclude that the
combination of 2D and 3D information as proposed in this work, does not yield a better
performance than the 2D information alone. The loss in performance is mainly due to the
noisy surface data in the 3D image.

The paper was published in [150]ANIKA PFLUG, PASCAL N. PAUL AND CHRISTOPH
BUSCH, A comparative Study on Texture and Surface Descriptors for Ear Biometrics, Inter-
national Carnahan Conference in Security Technology (ICCST), 2014
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Abstract

Recent research in texture-based ear recognition also indicates that ear detection and
texture-based ear recognition are robust against signal degradation and encoding arte-
facts. Based on these findings, we further investigate and compare the performance of
texture descriptors for ear recognition and seek to explore possibilities to complement
texture descriptors with depth information. On the basis of ear images from visible light
and depth maps, we extract texture and surface descriptors. We compare the recogni-
tion performance of selected methods for describing texture and surface structure, which
are Local Binary Patterns, Local Phase Quantization, Histograms of Oriented Gradients,
Binarized Statistical Image Features, Shape Context and Curvedness.

Secondly we propose a novel histogram-based descriptor that performs feature level
fusion by combining two information channels to form a new feature vector. Our con-
cept can either be applied for fusing two different texture or two different surface de-
scriptors or to combine texture and depth information. Based on the results of the pre-
vious experiment, we select the best performing configuration settings for texture and
surface representation and use them as an input for our fused feature vectors. We report
the performance of different variations of the fused descriptor and compare the behavior
of the fused feature vectors with single channel from the first series of experiments.

8.1 Introduction

As a consequence of increasing availability of high resolution cameras, the outer ear with is
unique shape has moved into the focus of many forensic experts. Simultaneously, cameras
that capture video and depth information have reached a state that make them applicable
in semi-controlled scenarios, such as identification at ATMs, vending machines or border
control. Recent research in texture-based ear recognition indicates that ear detection and
texture-based ear recognition are robust against signal degradation and encoding artefacts,
which implies that we can achieve a good recognition performance, even from a distance
of several meters from the camera. Based on these findings, we investigate and compare
the performance of texture descriptors for ear recognition and seek to explore possibilities
to complement texture descriptors with depth information.

First proposed on 1964 [81], ear recognition has gained an increasing amount of at-
tention from the biometrics and forensics community during the last years. Based on the
available data, the outer ear is widely regarded as a unique, permanent and easy to capture
characteristic. The rich surface structure is especially valued for forensic image analysis,
where the outer ear is more frequently visible than the face. Video footage can even pro-
vide material showing both ears and the face, which pushes the interest in automated ear
recognition of criminal police agencies all other the world.

Due to the increasing attentions for ear recognition, researches have shown that dif-
ferent techniques which have originally been proposed for face recognition can also be
applied for ear recognition purposes. Among these features are approaches for landmark
extraction, such as Active Shape Models [119] and SIFT [102] [220]. Key point detection
and matching was also successfully applied to 3D images [211] and in combination with
a global image descriptor as in [219]. Landmark and key point detection however, can be
complex, time consuming and incorporates implicit assumptions about the capture sce-
nario and object representation. Moreover the process of landmark or key point extraction
adds a potential source for errors to the pipeline that stacks with the probability of a wrong
segmentation. In other words, even if the ear has been successfully detected, we can still
get wrong landmarks or misplaced key points from the feature extraction stage. We hence
focus on appearance features in this work.

In the field of appearance feature extraction from 2D images, Damer and Fuhrer ob-
tained good results with HOG [58] and in [72] the authors use LBP in combination with
different techniques for feature subspace projection. In a survey of ear recognition algo-
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Figure 8.1: Illustration of the experimental setup for our evaluations with all possible com-
binations between feature extraction, local histogram concatenation, feature subspace cre-
ation and comparison.

rithms, their performance and the databases the performance metrics were obtained with
can be found in [147].

The aforementioned selection of different approaches to ear recognition have been ob-
tained from different datasets and hence are hard to compare with each other. The goal
of this work is to compare different texture and surface description techniques with ear
other and to give recommendations for the optimal settings under a given scenario, which
is represented by a particular database. Based on the results on LBP and HOG in previous
work, LPQ and BSIF are likely to give good results for ear recognition as well. However,
LPQ and BSIF have not been tested and compared to previous approaches for appearance
based ear recognition before. Moreover, we compare the recognition performance of the
texture image and the depth image in order to see, which representation of the ear contains
the most distinctive information. We also compare different projection methods for feature
subspace creation. Our experiments are conducted on three different datasets, which are
UND-J2 [201], AMI[70] and IITK [107]. Example images from each of the database can be
found in Figure 8.3.

Our second contribution is a combined histogram descriptor, which combines 2D and
3D data. The combined histogram descriptor is based on the work of Zhou et al. [218] and
[57], where two sources of data are combined to assign a given magnitude from one source
to a bin that is determined by another source. The evaluation results for this descriptor are
based on the UND-J2 dataset.

8.2 System Overview

As a first step, all images are transformed to gray scale and the contrast is adjusted by using
CLAHE [223]. Subsequently, variations in rotation and scale are removed with cascaded
pose regression (CPR)[62]. With CPR, we estimate an ellipse that encloses the ear. Based
on the length of the major and minor axis and the skew of the ellipse, we rotate and scale
the ear image in a way that the major axis of the ellipse is vertical and as a predefined
length. This is done for the 2D images and for the depth images, such that the normalized
images are still co-registered. Missing values in the 3D-Images are interpolated with a
linear function for computing potential energy surfaces and a least squares approach [109].
Finally, all images are resized to 100 x 100 pixels. Examples images for each database after
preprocessing are displayed in Fig. 8.3.

After preprocessing, we extract appearance or surface descriptors from overlapping
grid cells and create fixed length histogram descriptors. The histogram descriptors are
either computed from 2D images, or depth images or from both. Depending on the number
of grid cells, the number of dimensions for each feature vector varies. For LBP, LPQ and
BSIF we used local windows of the sizes 33 x 33, 20 x 20, 10 x 10 and 7 x 7 with different
overlaps that are dependent on the window size.

The dataset is split into a training and a testing set. The training set is used to estimate a
projection matrix for a feature subspace. Using the projection matrix, the remaining testing
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images are projected into the feature subspace. We compare the recognition performance
of feature subspaces that were created with PCA, LDA as linear projection techniques and
KPCA [172] and KFA [127] as non-linear projection techniques ! Recognition is performed
with a nearest neighbor classifier and a selection of different distance metrics which are the
Euclidean distance (euc), city block distance (ctb), cosine distance (cos) and mahalanobis
cosine distance (mahcos). Parts of the source code for this experiment are based on the PhD
Face recognition Toolbox. The whole data processing process, including all intermediate
steps is summarized in Figure 8.1.

We compute performance metrics for different combinations between the feature ex-
traction techniques, the size of the local windows, the overlap between local windows and
the projection technique and the distance metric. In total we obtain more than 6000 differ-
ent configurations, which were compared for this study. Each of the possible combinations
is tested with 10-fold cross validation with a random selection for the training and testing
set for the computation of the feature subspace.

8.3 Feature Extraction

8.3.1 Texture and Surface descriptors

Local Binary Pattern (LBP): LBP [138] encodes local texture information on a pixel level
by comparing the grey level values of a pixel to the grey level values in its neighborhood.
The size of neighborhood is defined by a radius around the pixel, which is at least 1 (for a
neighborhood having 8 pixels). Every pixel within the radius that has a larger grey level
value than the center pixel is assigned the binary value 1, whereas all pixels with a smaller
grey level value are assigned the binary value 0. The binary values in the neighborhood
pixels are concatenated to form a binary string corresponding to the center pixel. Only
those binary strings which have at most two bit-wise transitions from 0 to 1 (or vice-versa)
are considered - there are 58 such strings. This binary string is then mapped to a value
between 0 and 255.

The LBP-based ear descriptor is computed by first sliding a window of a predefined
size and overlap (step size in pixels) in the horizontal and vertical direction over the LBP
image. From each sub window a local histogram with 256 bins is extracted. We compare
the performance values of this descriptor with using radius of 1 (n-8 neighborhood).

Local Phase Quantization (LPQ): The concept behind LPQ [10] is to transform the image
into the Fourier domain and to only use the phase information in the subsequent steps.
Given that a blurred image can be viewed as a convolution of the image and a centrally
symmetric point spread function, the phase of a transformed image becomes invariant to
blur. For each pixel in the image, we compute the phase within a predefined local radius
and quantize the image by observing the sign of both, the real and the imaginary part of
the local phase. Similar to uLBP, the quantized neighborhood of each pixel is reported as
an eight digit binary string.

Given an image, the LPQ value is first computed for every pixel. Next, local histograms
with 265 bins are computed within a sliding window. We compute the concatenated his-
togram descriptor for varying window sizes and with different radii for the neighborhood
of each pixel. We compare LPQ with radii 3, 5 and 11 in combination with different window
sizes and overlap.

Binarized Statistical Images Features (BSIF):Inspired by LBP and LPQ, BSIF [98] also
computes a binary string for each pixel in an image to represent the local structure of an
image. The value of each bit within the BSIF descriptor is computed by quantizing the
response of a linear filer. Each bit in the string is associated to a particular filter and the
number of bits determines the number of filters used. As in LBP and LBP the binary code

1We also evaluated the system without any projection technique. The EER vary between 10 and 20 %, when
comparing the feature vectors directly, without prior subspace projection.
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word is then mapped to a real value between 0 and 2 for z different filters. Finally we
create a histogram from the mapped values in the BSIF image for describing the local prop-
erties of the image texture.

In our experiments, we use the standard filters, which represent eight different orienta-
tions of edges. As before, we extract a local descriptor for different window sizes, overlap
between neighboring windows and different filter sizes and concatenate each local his-
togram to a global histogram representation. For all experiments, we use 8-bit code words
andthe 5 x 5,11 x 11 and 17 x 17 filters

Histogram of Oriented Gradients (HOG): Computation of the HOG [57] descriptor in-
volves five steps, which are the gradient computation, orientation binning, histogram com-
putation, histogram normalization and concatenation of local histograms. The algorithm
starts by computing the local gradient by convolving a 3 x 3 region (HOG cells) with two
one-dimensional filters (—101) and (—101)7. The local orientation at the center of each
HOG cell is the weighted sum of the filter responses of each pixel.

The local orientations within a larger sub-window, denoted as block, are then quantized
into bins in the [0, 27| interval. Subsequently, the image is divided into blocks of equal
size and a local histogram of quantized orientations is extracted. Subsequently, the local
histogram from each block is normalized with the L2-norm. Finally, all local histograms
are concatenated to form the HOG descriptor for the image.

We evaluate the recognition performance of HOG using all possible combinations be-
tween 8 x 8, 16 x 16 and 32 x 32 HOG cells and 4, 9, 12 and 18 bin histograms.

Surface Descriptors: For describing three-dimensional structures in depth images, we
use the shape index and curvedness. Both descriptors are based on the principal curvature
of a shape and divide different surface structures into discrete categories, which are rep-
resented by values between 0 and 1. According to [28], the shape index for the maximum
principal curvature ky,,, at a given position p in the image and the minimum principal
curvature ki,;,,, respectively, is defined as

—-_= 1
S(p) 5« arctan (kma:r(p) — k‘mm(p)) (8.1)
Accordingly, the curvedness for a given image position can be written as
k?naac + k?ﬁun
o= BT

8.3.2 Combined Descriptor

We compute a descriptor that combines 3-dimensional and 2-dimensional data; we extract
local histograms from an image region that is defined by a sliding window with a given
size and a given overlap between neighboring windows. For each local window, we extract
the code word images from both, the texture images (2D) and the depth image (3D). The
number of bins can either be the total number of values that can occur in the code word
image, or any other number that divides the value range of the descriptor into n equally
sized bins between the minimum and the maximum possible value code word image.

Subsequently, we create a local histogram from these features by using the code word
(feature) from position Iop(p) from the 2D-image for determining the bin. The code word
at position Isp(p) from the 3D-image determines the value that is added to the bin size.
All local histograms are normalized using the Ly norm and then concatenated to a global
histogram descriptor.

An example of the computation of a combined feature vector using LPQ and the Shape
Index is depicted in Fig 8.2. In steps 1 and 2 we compute a code word image using LPQ for
the texture image and the Shape Index for the depth image. In the upper right corner of the
Shape Index image, we can see an interpolated region that clearly differs from the noisy
signal of the depth sensor. Information from both channels is combined in step 3, where
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2D Code Image  Combined Histogram 3D Code Image

Figure 8.2: Example for feature level fusion for the creation of the combined histogram
descriptor.

Figure 8.3: Example images from UND-J2, AMI and IITK (from left to right) after geomet-
rical normalization with CPR and resized to 100 x 100 pixels.

the code word from the texture image determined the bin and the shape index from the
depth is used for adding a weight to this bin. Finally, the combined histogram from LPQ
and Shape Index data is normalized and then concatenated.

Obviously, this fusion scheme offers many different possibilities for combining texture
images and co-registered depth images. We can either use the texture images for determin-
ing the bin and the depth images for adding a weight to this bin or vice versa. We evaluate
the performance of both options. Moreover, we can vary the number of bins to get longer
of shorter descriptors. Finally, this scheme also allows us to combine two different feature
vectors from texture images or depth images. In our experiments we explore different com-
binations between the best performing configurations in texture- and depth images, as well
as different combinations between texture descriptors in texture images and as the shape
index or curvedness for depth images.
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8.4 Experimental Results

For our experiments, we select all subjects with at least 5 samples from each of the databases.
For each selected subject, we randomly pick 4 samples for training the projection matrix
and for serving as reference images. The remaining samples are used for testing. For
UND-J2 [201] we select 158 different subjects with 790 images in total. For AMI [70] the
experiments are based on 500 images from 100 subjects and for IITK [107], we use 288 im-
ages from 72 different subjects. The settings for a particular configuration depend on the
algorithm. Apart from the feature extraction method itself, a configuration also indicates
the projection technique and the distance metric. Configurations are encoded as follows:

LBP: LBP - <radius; number of pixels> - <window size> - <overlap> - <projection
technique> - <distance metric>

LPQ: LPQ - <radius> - <window size> - <overlap> - <projection technique> - <distance
metric>

BSIF: BSIF - <filter size> - <window size> - <overlap> - <projection technique>
- <distance metric>

HOG: HOG - <block size> - <number of bins> - <projection technique> - <distance
metric>

Surface: < SI'| C> (SI = Shape Index; C = Curvedness)

The configuration settings for combined descriptors are encoded as follows:
<bin configuration> - <number of bins> + <magnitude configuration> + <window size>
- <overlap> - <projection technique> - <distance metric>

8.4.1 2D and 3D Appearance Features

In Table 8.1 we have collected a selection of results from our evaluations. In general, we
observe that the overlap between neighboring windows does not have a major influence
on the performance on any of the databases. The general expectation is, that smaller sizes
of the local window yield a better performance than configurations with a larger local win-
dow. However, smaller local windows also imply that the information in the local his-
togram is bound to a smaller portion of the image. Moreover, it implies that the number
of dimensions in the feature increases. The relation between these two factors should be
balanced carefully. The local window size should be chosen in a way that the texture de-
scriptor is still able to extract a sufficient amount of information. For instance, LPQ with
a radius of 7 only extract 9 values from a 10 x 10 local window, which is not sufficient for
a good recognition performance. In general, we recommend to observe the sparsity of a
local histogram for balancing the feature extraction parameters and the local window size.
In our experiments, the best performance could be achieved, if at least 25% of the bins in
each local histogram are different from zero.

Concerning the selection and parameters for the texture descriptors, we achieved ex-
cellent performance indicators with BSIF and LPQ. Some configurations for HOG and LBP
result in good performance values too, but are in general inferior to the performance of
BSIF and LPQ. The best configuration for the grid size is, in many of the cases, the 20 x 20
window with an overlap of 5 pixels between neighboring windows.

Concerning the selection of a good window size, HOG plays a special role, compared
to BSIF, LPQ and LBP. The local and non-overlapping windows in HOG (also referred to as
HOG cells) are used directly for encoding local information, whereas all other algorithms
extract local information from a sliding window. It is obvious that the window size has
a strong impact on the performance of HOG. Based on our evaluations, we recommend
window sizes between 8 x 8 and 16 x 16 pixels. Configurations with window sizes that are
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Table 8.1: Equal Error Rate (EER) and Rank-1 performance (Rank-1) (in %) for selected
configurations on datasets UND-J2, AMI and IITK. The best configuration for each dataset
is marked in bold.

Algorithm UND-J2 AMI IITK
EER Rank-1 EER Rank-1 EER Rank-1

LPQ-3-20-10-LDA-cos 1.35 96.27 0.75 96.50 0.21 99.31
LPQ-5-33-15-LDA-cos 1.14 97.47 0.00 100.00 0.71 97.78
LPQ-11-20-10-LDA-cos  0.67 98.73 0.01 99.00 0.50 98.89
LPQ-11-33-15-LDA-cos  0.72 98.54 0.00 100.0 0.17 99.03
BSIF-5-20-15-LDA-cos 0.39 98.67 2.00 97.00 0,59 98,33
BSIF-5-20-15-PCA-cos 12,13 82,53 30.26 51.00 16.57 72.92
BSIF-11-20-5-LDA-mahcos 0.83 97.91 0.01 100.0 0.19 99.44
BSIF-11-20-10-LDA-cos  0.64 97.85 0.00 100.0 0.36 99.44
BSIF-11-20-15-LDA-cos  0.72 97.97 0.75 95.00 0,31 98.75
BSIF-17-20-15-LDA-cos  0.89 97.78 0.26 97.5 0.54 99.17
LBP-18-10-5-LDA-cos 0.98 97.34 0.68 97.50 0.69 98.47
LBP-18-20-5-LDA-cos 1.04 96.77 0.55 97.20 1.53 98.47
LBP-18-20-10-LDA-cos 1.73 96.77 0.66 97.50 1.94 97.92
LBP-18-20-5-LDA-cos 0.94 97.22 1.04 96.20 0.48 98.89
LBP-18-33-15-LDA-cos 7.88 69.24 5.14 82.70 0.68 97.87
HOG-8-18-LDA-cos 1.27 97.85 2.20 95.00 1.11 98.33
HOG-8-12-LDA-cos 1.44 96.77 2.61 93.50 1.66 97.64
HOG-16-18-LDA-cos 3.11 93.23 0.13 100.0 1.67 96.81
HOG-16-4-LDA-cos 12.11, 71.15 3.00 93.00 0.52 98.61
HOG-32-18-LDA-mahcos 14.72 66,52 16.25 48.50 3.30 93.47

larger than 16 x 16 pixels did not perform well. To our surprise, the number of histogram
bins plays a minor role for the effectiveness of the HOG descriptor.

The best combination between feature subspace projection technique and the distance
measure is LDA in conjunction with cosine distance. The performance of LDA with co-
sine distance is close and in many cases within the confidence interval. We recommend
the cosine distance measure together with LDA for ear recognition using texture features.
Other distance measures resulted in significantly less recognition accuracy than cosine and
mahalanobis distance and can hence be discarded. Kernel methods for feature subspace
projection (KFA and KPCA) take longer time for computation and yield less accuracy for
recognition. The performance of configurations using PCA and BSIF, LPQ or LBP is be-
tween two and 10 times worse than LDA, depending on the database and feature extraction
algorithm. For configurations using HOG, the performance of PCA is similar to LDA.

In Table 8.2 we compare the performance of 2D and 3D images using selected config-
urations from the previously used texture recognition configurations. The performance
of depth images is always lower than for texture images. Even though depth images do
not contain artefacts from lighting, they seem to lack a sufficiently large amount of detail.
Moreover, the surface structures in our test data are noisy.

Since we obtain a recognition performance that is significantly different from zero, we
conclude that texture descriptors can represent surface structures in depth images. We also
observe that a good performance for a particular configuration of a texture descriptor also
indicates a good performance for the same configuration in the depth image. We conclude
from this that texture descriptors can be used to describe surface structure in depth images
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Table 8.2: Equal Error Rate (EER) and Rank-1 performance (Rank-1) (in %) for texture and
depth images in dataset UND-J2 and selected configurations. The best configuration for
each dataset is marked in bold.

Algorithm texture image (2D) depth image (3D)
EER Rank-1 EER Rank-1

BSIF-5-33-5-LDA-cos 1.01 96.96 2.09 95.31
BSIF-5-20-15-LDA-cos  0.39 98.67 1.81 95.25
BSIF-11-20-15-LDA-cos 0.72 97.97 2.58 93.23
BSIF-17-20-15-LDA-cos  0.89 97.78 5.43 85.39
LPQ-3-20-10-LDA-cos  1.35 96.27 2.81 95.24
LPQ-5-33-15-LDA-cos  1.14 97.47 3.59 90.32
LPQ-11-20-10-LDA-cos 0.67 97.97 2.34 93.80
LPQ-11-33-15-LDA-cos 0.72 97.59 0.61 98.86
LBP-18-20-15-LDA-cos  0.94 97.22 2.50 95.25
LBP-18-10-15-LDA-cos  0.98 97.34 3.51 91.51
LBP-18-33-15-LDA-cos  7.88 69.24 5.76 79.56
HOG-8-18-LDA-cos 1,27 97.85 3,58 91.96
HOG-16-18-LDA-cos 3.12 93.23 3.29 91.46

as well and that the behavior of the feature vectors for texture and depth images is simi-
lar. We also expect that the performance of depth image could exceed the performance of
texture images, if the texture images contain shadows or have a low contrast.

8.4.2 Combined Histogram Features

A selection of evaluation results from the second series of experiments is summarized in
Table 8.3. Compared to the results on texture images in the previous experiment, the recog-
nition performance could not be improved by fusion texture and depth images.

The best combination in our experiments was to use the texture information for defining
the bin and the depth information for computing the magnitude. In many cases the results
of these configurations were comparable to that of the texture based pipelines. LDA with
cosine distance still appeared to be the best combination for most of the combined feature
descriptors and the overlap between neighboring 20 x 20 windows should be 15 pixels.

An exception to this is LBP, where we observed low performance rates for all combined
descriptors. Moreover we also found that the number of bins should be the same as for
the texture descriptors only (namely 256). All configurations with a smaller number of
bins performed significantly worse, which is due to a loss of information when several bin
descriptors are mapped to the same bin. The fact that the combined descriptors gener-
ally perform worse than the texture descriptors may be caused by large amounts of noise
in the depth channel, which can be seen in the example image on the right hand side in
Fig. 8.2. Smoothing however, does not improve the performance, because it also destroys
valuable details. Artefacts from the interpolation process may also affect the recognition
performance.

Combining texture descriptors in the texture and the depth channel appears to be in-
feasible. The large amount of noise in the depth channel causes many errors during the
assignment of bins, which is responsible for the low recognition rates. The fact that the per-
formance for a small number of bins in the combined histogram does not degrade implies,
that the combined histograms are sparse. Apparently, the loss of information from merging
neighboring bins does not affect the performance.
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Table 8.3: Equal Error Rate (EER) and Rank-1 performance (Rank-1) (in %) for selected
combined descriptors.

Algorithm Performance

EER Rank-1
2D bins, 3D magnitude
BSIF-5-256-51-20-15-LDA-cos 0.95 97.53
BSIF-5-256-C-20-15-LDA-cos 1.32 96.08
LPQ-3-256-SI-20-10-LDA-cos 1.96 93.67
LPQ-3-256-C-20-10-LDA-cos 3.47 88.16
LBP-3-256-51-20-15-LDA-cos 18.53 36.65
LBP-3-256-C-20-15-LDA-cos 19.60 30.76
3D bins, 2D magnitude
SI-64-LBP-18-20-15-LDA-cos 26.06 19.24
SI-256-LBP-18-20-15-LDA-cos 27.35 18.54
SI-256-BSIF-5-20-15-LDA-cos 10.98 60.89
SI-8-BSIF-5-20-15-LDA-cos 12.27 61.58
SI-64-BSIF-5-20-15-LDA-cos 9.15 69.94
SI-256-LPQ-3-20-15-LDA-cos 19.40 37.66
SI-32-LPQ-3-20-15-LDA-cos 8.89 74.74
C-256-LBP-18-20-15-LDA-cos 33.43 9.11
C-64-LBP-18-20-15-LDA-cos 44.46 291
C-256-BSIF-5-20-15-LDA-cos 8.89 74.75
C-8-BSIF-5-20-15-LDA-cos 31.14 17.48
C-64-BSIF-5-20-15-LDA-cos 10.47 64.57
C-256-LPQ-3-20-15-LDA-cos 16.43 46.14
C-32-LPQ-3-20-15-LDA-cos 32.48 15.76
Texture descriptors (2D, 3D)
BSIF-5-256-LPQ-3-20-15-LDA-cos 4.21 85.25
BSIF-5-256-LBP-18-20-15-LDA-cos 15.18 53.54
LPQ-3-256-LBP-18-20-15-LDA-cos 26.61 18.04
LPQ-3-256-BSIF-5-20-15-LDA-cos 2.67 94.75
LBP-18-256-LPQ-3-20-15-LDA-cos 14.13 56.14
LBP-18-256-BSIF-5-20-15-LDA-cos 14.15 54.62

8.5 Conclusion

Texture descriptors that were originally proposed for face recognition or other computer
vision tasks can also be applied for ear recognition in texture and depth images. Our ex-
tensive evaluations show that the best performance for three different datasets is achieved
with the LPQ and the BSIF descriptor in conjunction with LDA as dimensionality reduc-
tion methods and the cosine distance for a nearest neighbor classifier. The size and overlap
of the local window should be balanced with the parameters for the feature extraction ap-
proach. In our experiments, we found that smaller local windows with more spatially
bound descriptors do not improve the performance, because smaller radii for the local de-
scriptors are more vulnerable to noise and the number of dimensions in the concatenated
histogram becomes overly long.

We also proposed an approach, where texture and depth data is fused on the feature
level and evaluated the performance. However, the performance of the combined descrip-
tor turned out to be inferior to comparable configurations, where only the texture data is

110



8.5 CONCLUSION

used. The usage of surface descriptors does not allow for a linear assignment of histogram
bin, because the resulting histograms are sparsely populated.

Even though the use of histogram-based texture descriptors provides a method for gen-
erating compact feature vectors, we observe that the local histograms are sparsely popu-
lated. We plan to work towards a binary representation of the local feature vectors with the
goal of providing a fast and accurate ear recognition system.
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Chapter 9

Binarization of Histogram Models:
An Application to Efficient Biometric
Identification

In this chapter we address the research question Q4: How can ear templates be repre-
sented in order to enable fast search operations? Binary representation of histogram de-
scriptors can be used for retrieving a short list with the most likely candidates from the
database. The fast comparison speed of binary data accelerates the comparison by an or-
der of magnitude and reduces the chance for a phase positive at rank 1 of the re-sorted
candidate list.

This work makes use of the observation that we obtain high recognition performance
rates with sparsely populated histograms. This brought us to the conclusion that the fact
that a given bin is different from zero may already be an important information that would
allow us to pre-screen the dataset for the most likely candidates. We propose a generic
method for deriving binary feature vectors from fixed-length histograms and show that
these binary feature vectors can, for example, be used for a sequential search in ear recog-
nition and for palm print recognition.

This work is published in [151] ANIKA PFLUG, CHRISTIAN RATHGEB, ULRICH SCHER-
HAG, CHRISTOPH BUSCH, Binarization of Histogram Models: An Application to Efficient
Biometric Identification, International Conference on Cybernetics(CYBCONF), 2015
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9. BINARIZATION OF HISTOGRAM MODELS:
AN APPLICATION TO EFFICIENT BIOMETRIC IDENTIFICATION

Abstract

FFeature extraction techniques such as local binary patterns (LBP) or binarized statis-
tical image features (BSIF) are crucial components in a biometric recognition system. The
vast majority of relevant approaches employs spectral histograms as feature representa-
tion, i.e. extracted biometric reference data consists of sequences of histograms. Trans-
forming these histogram sequences to a binary representation in an accuracy-preserving
manner would offer major advantages w.r.t. data storage and efficient comparison.

We propose a generic binarization for spectral histogram models in conjunction with
a Hamming distance-based comparator. The proposed binarization and comparison
technique enables a compact storage and a fast comparison of biometric features at a
negligible cost of biometric performance (accuracy). Further, we investigate a serial com-
bination of the binary comparator and histogram model-based comparator in a biometric
identification system. Experiments are carried out for two emerging biometric charac-
teristics, i.e. palmprint and ear, confirming the soundness of the presented technique.

9.1 Introduction

According to the ISO standard, biometrics is referred to as “automated recognition of in-
dividuals based on their behavioural and biological characteristics” [93]. For different bio-
metric characteristics, e.g. face or palmprint [217, 104], the task of recognizing individuals
can be reduced to texture modelling/ recognition tasks. In the past years, numerous holistic
image analysis techniques, which are designed to construct local image descriptors which
efficiently encode texture information of image regions, have been found to perform well
in biometric recognition. However, biometric applications have to fulfil additional require-
ments which may not be met by texture recognition approaches. In particular, the represen-
tation of extracted features as vectors of spectral histograms requires a complex comparator
and, thus, hampers biometric systems to be operated in identification mode which requires
an exhaustive 1 : N comparison, where N represents the number of subjects registered
with the system. In addition, the storage of biometric reference data (templates) on smart
card chips, magnetic stripes, or 2D bar codes requires a highly compact representation of
feature vectors.

In order to address the aforementioned issues we propose a generic binarization scheme
for spectral histogram models. We evaluate this approach for palmprint and ear images,
however our method is likely to work for any other N-class separation problem where
spectral histogram models can be applied. In particular, this means that the input images
should be segmented and normalized w.r.t. rotation and scale. In the presented approach
coefficients of histogram-based feature vectors are binarized according to a statistical anal-
ysis, reducing the template size by an order of magnitude. Moreover, the most reliable
bits are detected for each subject. We design a Hamming distance-based comparator for
efficient pair-wise comparison, employing a bit-mask in order to only compare the most
reliable bits of subjects within relevant regions. Due to a potential loss of information dur-
ing binarization we also suggest to employ a serial combination of comparison subsys-
tems based on binary feature vectors and spectral histogram models, in order to accelerate
biometric identification. For this purpose binary templates are used for pre-screening the
entire database, i.e. the original comparison subsystem is only applied for a short-list of
top-ranked candidates. The effectiveness of this approach has already been demonstrated
for other biometric characteristics, cf. [69, 30]. Experiments, which are conducted on the
publicly available PolyU palmprint database and the UND-]2 ear database, show that the
proposed system based on binarized feature vectors maintains accuracy comparable to sys-
tems where exhaustive search using a real-valued feature vector is applied for identity re-
trieval 1.

1We also conducted experiments on iris and face data and obtained similar results as fr ear and palm. We
believe that our approach can also be applied to other modalities than ear and palm.
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9.2 Related Work

Spectral Histogram Models have been widely used in the field of biometrics. Prominent
representatives include LBP [9], BSIF [98], local phase quantisation (LPQ) [10] or histograms
of oriented gradients (HOG) [56]. Based on a sub-window-wise binary encoding of texture
features, spectral histograms are extracted for a sub-window in order to retain a certain
amount of spatial information. During recognition, sequences of histograms from probe
feature vectors are compared to reference histograms. A variety of approaches using edges,
statistical models and holististic descriptors in combination with subspace projection were
evaluated for both biometric characteristics [104, 147]. According to previous work, spec-
tral histogram descriptors were found to yield good recognition performance for both, ear
and palm print images [150, 160].

However, spectral histograms represent a rather in-efficient representation of biometric
reference data, requiring large template sizes (histogram bins have to be stored as non-
binary values, e.g. integers, where in general a reasonable number of bins is expected to
remain empty) and comparators require complex calculations in order to estimated com-
parison scores, e.g. x? distance. In order to provide a compact representation and fast
comparison of biometric feature vectors different approaches have been proposed to ob-
tain binary feature vectors from biometric characteristics, e.g. minutiae cylinder codes [44]
or iris-codes [59].

When referring to workload reduction w.r.t. biometric identification, we coarsely dis-
tinguish three key approaches: (1) classification, (2) indexing, and (3) a serial combination
of a computationally efficient and an accurate (but more complex) algorithm. Let IV denote
the number of subjects registered with a biometric system and w be the workload for a
pair-wise comparison of two templates. Then the overall workload W for biometric iden-
tification is defined as W = wN + 6, where 6 summarizes any additional one-time costs,
e.g. sorting of candidates. In case the entire feature space is divided into ¢ classes (i.e.
subsets), W can be reduced to wN/c + §, given that the registered subjects are equally dis-
tributed among all classes. For instance, in [94, 166] and [152] fingerprint and ear images
are assigned to ¢ = 5 and ¢ = 4 classes, respectively. It is generally conceded that small
intra-class and large inter-class variations as well as sufficient image quality represent es-
sential preliminaries in order to achieve acceptable preselection error rates.

Biometric indexing aims at reducing the overall workload in terms of O-notation. While
an optimal indexing scheme would require a workload in O(1), existing approaches focus
on reducing the workload to at least O(log N), yielding W = wlog(N). In the majority of
cases this is achieved by introducing hierarchical search structures which tolerate a distinct
amount of biometric variance. Most noticeable indexing schemes for iris and fingerprints
have been presented in [74] and [45], respectively.

Within serial combinations computationally efficient algorithms are used to extract a
short-list of LN most likely candidates, with £ < 1. Therefore, W is reduced to w N +wLN,
where % is the workload of a pair-wise comparison of the computationally efficient algo-
rithm, & < w. In other words, identification is accelerated if w(1 — £) > @ holds. In [69]
and [30] £ was reduced to ~10% for iris and voice, respectively, significantly accelerating
biometric identification. Compared to indexing and classification a serial combination of
algorithms enables a more accurate operation of the resulting trade-off between computa-
tional effort and accuracy by setting an adequate threshold for L.

9.3 Binarization of Spectral Histogram Models
In the following subsections we define the terminology used w.r.t. spectral histogram mod-

els and provide a detailed description of the proposed binarization, the corresponding com-
parator, and the resulting serial identification scheme.
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Training

set A

_ Sequence of histograms h”

Figure 9.1: Proposed binarization: two binary feature vectors are extracted out of a se-
quence of histogram coefficients.

9.3.1 Binarization

Given a preprocessed input image of subject =, we extract a sequence of n histogram coef-
ficients h* € Nj. According to the employed sub-window dimension this sequence may
consist of numerous fixed length spectral histograms. As mentioned earlier, the purpose of
sub-windows in conjunction with spectral histogram features is to preserve spatial infor-
mation within spectral histograms.

In the first step, h® is binarized in order to obtain b* € {0, 1}" which points at all non-

zero coefficients of h?,
0, ifh*=0
bf=<" v 9.1
! {1, if h? > 0. 6D

As we will show in our experiments, the distribution of non-empty bins is discriminative
for each subject. Depending on the particular settings, e.g. size of the local sub window
or number of feature descriptor values, a significant number of histogram bins can be ex-
pected to remain empty.

Using a training set A the mean-vector p € R of all non-zero coefficients is estimated,

2 acahti
p; = =<4 o 9.2)
ZaEA %
In the second step h” is, again, binarized obtaining b* € {0, 1}" in relation to the previously
estimated p,
- 0, ifh? <p,
br=¢ =P 93)
1, if hf > pPi.
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Figure 9.2: Serial combination of computationally efficient and original comparator: the
Hamming distance-based comparator is employed to perform an 1 : N comparison, re-
turning a list of LN candidates on which the original comparator is applied.

The process of generating both binary vectors is schematically depicted in Fig. 9.1. We
assume that for each subject e > 1 sample images are acquired during enrolment. Based
on e acquisitions we calculate p* , o” € R™", representing the subject-specific mean and
variance vector, with 0% = Var(p?). Then vector r® € R{}", which defines the reliability of
each coefficient, is defined as,

i
ry = - .
?

(9.4)

In other words, we identify those coefficients as reliable which are far from the mean (dis-
criminative) and exhibit low variance (constant). Based on r* we can obtain a binary vector
ri € {0,1}", pointing at the k most reliable bits of subject .

9.3.2 Comparator

The (dis-)similarity d(x,y) of a given probe sample h? to a gallery template of subject x is
finally defined as the fractional Hamming distance between binary feature vectors b* and

b¥ deemed to the k most reliable bits of the gallery vector intersected with sets of non-zero
coefficients,

| (6" ®bY) Nrf Nb* NbY I

d =
(@) Ixfnbe by |

(9.5)

The XOR operator @ detects disagreements between any corresponding pair of bits be-
tween the binary vectors b” and bY. The result is intersected with the reliability mask r} of
the claimed identity z, i.e. the AND operator N ensures that only the £ most discriminative
bits are used for comparison. Further, the resulting bit vector is intersected with b* and b¥
such that only relevant (non-zero) areas are considered at the time of comparison. Subse-
quently, the final score is normalized accordingly. The overlap mask is necessary, because
we need to make sure that a probe and a reference feature vector have a sufficiently large
and overlapping number of non-zero bins. The coefficient in these bins should have a small
distance to the gallery feature vector.

It is important to note that the proposed comparator is highly efficient as it is only
based on those two logical operators. It has been shown that Hamming distance-based
comparators are capable of performing millions of comparisons per second [59].
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Table 9.1: Properties of the Poly-U palmprint datbase and the UND-]2 ear database and the
number of resulting identification attempts.

Dataset Number of Number of Image Number of
Dataset Subjects Images Resolution Identifications
Poly-U 250 6000 128x128 500
UND-J2 312 1536 100%100 312

Figure 9.3: Sample images of two subjects of the Poly-U palmprint datbase (top row) and
two subjects of the UND-J2 ear database (bottom row).

9.3.3 Application to Serial Identification

Since the proposed binarization may cause a significant loss of biometric information and,
thus, biometric performance, binarized templates can be alternatively used in a serial com-
bination in order to accelerate identification. In this case the computational efficient Ham-
ming distance-based comparator is utilized to pre-screen the entire database. For this
purpose N pair-wise comparisons are performed, resulting in a vector D of dissimilar-
ity scores, sorted in descending order D = (d; < dy < --- < dn) where d; denotes the score
between the query and the i-th enrolment data record. Finally, the top-LN candidates, i.e.
the candidates which the first LN scores in D point at, are returned.

Based on the short-list returned in the pre-screening stage the probe is compared against
a fraction of LN original gallery templates applying a more complex comparator, e.g. Eu-
clidean distance or y? distance. The entire process is depicted in Fig. 9.2.

Based on the terminology defined in Sect. 9.2, we assume that & < w. By defining
a speed-up factor & = w/w, we can estimate the maximum list size £ such that &N +
wLN < wN still holds, yielding £ < 1 — 1/a (assuming that additional one-time costs are
comparable for both systems). For example, if the pre-screener is 5 times faster than the
original comparator the £ should be significantly smaller than 80% of the entire number of
registered subjects in order to obtain a substantial speed-up.

9.4 Experimental Evaluations

In the following subsections we describe the setup of conducted experiments and report
the performance of the proposed approach as well as a serial combination of comparators
with respect to accuracy and identification speed.

9.4.1 Experimental Setup

Experiments are carried out on two different databases, the Poly-U palmprint database?
[214] and the UND-]2 ear database® [202]. Properties of these datasets are summarized in
Table 9.1. We use four images per subjects for enrolment and the remaining images for
performance evaluation. ROIs of the palm print images from PolyU are already segmented

2Publicly available at http://wwwd.comp.polyu.edu.hk/~biometrics/
MultispectralPalmprint/MSP.htm
3Publicly available at http: //www3.nd.edu/~cvrl/CVRL/Data_Sets.html
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9.4 EXPERIMENTAL EVALUATIONS

Table 9.2: Identification rates and hit rates for various values of £ (in %) for PolyU-MS (top)
and UND-J2 (bottom) and feature extraction algorithms using k& most reliable bits during
comparison.

k IR L£=5 L=10 L£=30 [L=40 L=50 k IR L=5 L=10 L£=20 L£=30 L=50

PolyU-MS with LPQ PolyU-MS with BSIF

1%  69.11 9733 99.33 100.0 100.0 100.0 1% 5244 93.78 9756 99.11 100.0 100.0
2%  88.67 99.33 99.78 100.0 100.0 100.0 2%  75.33 98.67 99.56 100.0 100.0 100.0
3%  91.33 99.56 100.0 100.0 100.0 100.0 3%  84.00 99.11 100.0 100.0 100.0 100.0
5% 9622 99.78 100.0 100.0 100.0 100.0 5%  88.00 99.78 99.78 99.78 100.0 100.0
7% 9777 99.78 100.0 100.0 100.0 100.0 7%  93.78 100.0 100.0 100.0 100.0 100.0
10% 9822 100.0 100.0 100.0 100.0 100.0 10% 97.11 100.0 100.0 100.0 100.0 100.0
30% 99.78 100.0 100.0 100.0 100.0 100.0 30% 99.33 100.0 100.0 100.0 100.0 100.0
100% 100.0 100.0 100.0 100.0 100.0 100.0 100% 100.0 100.0 100.0 100.0 100.0 100.0

UND-J2 with LPQ UND-J2 with BSIF

1%  36.03 66.67 78.38 91.89 94.59 9729 1%  52.68 7143 7857 89.29 9554 98.21
2% 4737 6491 80.70 9474 9825 99.12 2%  56.64 7257 84.07 94.69 96.46 99.11
3% 6140 7895 8333 92.11 9649 100.0 3%  46.85 69.34 81.08 90.99 93.69 99.10
5%  64.66 8190 91.38 9828 100.0 100.0 5% 6239 76.15 86.24 96.33 98.17 98.17
7% 6154 77.78 86.32 9829 100.0 100.0 7%  63.79 7844 8793 96.55 97.41 99.14
10% 5299 78.63 90.60 96.58 99.14 100.0 10% 65.52 76.72 81.03 93.10 95.67 99.14
30% 6348 7826 89.57 99.13 100.0 100.0 30% 6579 79.82 86.84 94.74 98.25 100.0
100% 73.15 84.26 90.74 95.37 98.15 99.07 100% 78.38 84.68 90.99 96.39 99.10 99.10

and normalized, such that we can extract the feature vectors without any additional prepro-
cessing. For the UND-J2 dataset, which is acquired from a specified distance and contains
slight variations in pose, we perform an automated normalisation process using Cascaded
pose regression. The normalization algorithm was trained using images of 92 subjects. For
more details on the preprocessing toolchain for ear images we refer the reader to [148]. Fig.
9.3 shows some examples for the palmprint images from PolyU and the segmented and
normalized ear images from UND-]2.

Performance is estimated in terms of (true-positive) identification rate (IR). In accor-
dance to the ISO/IEC IS 19795-1 [90] the IR is the proportion of identification transactions
by subjects enrolled in the system in which the subject’s correct identifier is the one re-
turned. In experiments identification is performed in the closed-set scenario returning the
rank-1 candidate as identified subject (without applying a decision threshold). Further,
focusing on the serial combination of the binary system and the original one we report
the penetration rate as the pre-chosen value £ and the pre-selection error denoted by P,
defined as the error that occurs when the corresponding enrolment template is not in the
preselected subset of candidates when a sample from the same biometric characteristic on
the same user is given. We define the hit-rate of a system as 1 — P for a chosen value of L.

In the feature extraction stage we use LPQ and BSIF as representatives for spectral his-
togram features, for further details on these algorithms the reader is referred to [10, 98].
Both feature extractors use 20 x 20 pixel sub windows with an overlap of 15 pixels between
neighbouring windows. LPQ is computed with a radius of 3 pixels and BSIF is using a 5 x 5
pixel filter. This results in a fixed length histogram feature vectors comprising 20736 and
9216 histogram coefficients for both databases for the LPQ and the BSIF feature vectors,
respectively. At the time of comparison of spectral histogram features we employ the x?2-
distance which estimates the normalized quadratic distance between histogram coefficients
of fixed length vectors.

Finally, we choose a suitable size for the training set A used to generate the mean vector
p. For this purpose we estimate the IR for different training set sizes using only the vectors
bs which are binarized according to the resulting mean vectors. As shown in Fig. 9.4, for
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Figure 9.4: IR for different numbers of training subjects | A| using only the vectors bs which
are binarized according to the obtained mean vector p.

the favourable Poly-U dataset a training set size of |A| = 10 already reveals a perfect system
(IR=100%). However, for the more unconstrained UND-]2 IRs improve with an increased
|Al, i.e. we identify |A| = 50 as a suitable choice for both datasets.

9.4.2 Histograms vs. Binarized Features

For the LPQ feature extraction the original systems based on histogram features and the
x?-distance yield a baseline performance of IRs of 100% and 83.05% for the Poly-U and
the UND-]2 dataset, respectively. By analogy for the BSIF feature extraction we obtain IRs
of 100% and 81.6%. We also tested the Euclidean distance as an alternative comparator,
however, it was outperformed by x2-distance in all experiments. We observed that binary
comparison is @ =10.61 times faster than x? and a =7.61 times faster than the Euclidean
distance in our C++ implementation of the system. Table 9.2 summarizes the biometric
performance in terms of IR and rank-£ identification rate which corresponds to 1 — P for
binarized vectors obtained from both datasets using both feature extractors for various Ls
and numbers of reliable bits, ks. For the Poly-U dataset (upper half of Table 9.2) the pro-
posed binarization technique maintains the biometric performance of IR=100% for both
feature extraction algorithms. Further, we observe that the amount of employed bit com-
parison can be reduced to k =30% of most reliable bits maintaining comparable biometric
performance. At higher ranks, e.g. £ =30%, hit-rates of 100% are obtained even for com-
paring k =1% of most reliable bits.

On the more challenging UND-J2 dataset (lower half of Table 9.2) the proposed bina-
rization technique suffers from a significant loss of biometric information. However, at
higher ranks, reasonable hit-rates are obtained for both feature extractors as shown in the
cumulative match score distribution (CMC) curves plotted in Fig. 9.5 for k¥ =30%. The
binarized feature vectors achieve a comparable performance w.r.t. the original system at
ranks of approximately 10-15%. That is, for the challenging UND-]2 dataset we identify
the proposed binarization technique as a suitable candidate for an efficient pre-screener in
a serial combination of algorithms. Further, the need for employing both types of binarized
feature vectors is underlined, as the sole use of b reveals significantly inferior results for

both feature extractors compared to the proposed combination of b and b.

9.4.3 Serial Identification

In our second experiment, we apply the proposed binarization technique in a serial com-
bination on the UND-]2 dataset (see Sect. 9.3.3). We use the best configurations from the
previous experiments and use them for generating the short list of LN candidates. We then
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Figure 9.5: CMC curves of the proposed binarizations compared to the original systems.

re-order this short-list using the y2-distance on the original histogram-based templates and
return the IR of the re-ordered list. The performance of the serial identification system is
hence reported as a function of £ and the IR of the re-ordered list which is depicted in Fig.
9.6 for both feature extraction algorithms. The IR of the serial identification system reaches
it’'s maximum for list sizes between £ =10-30% of the dataset. Based on the previously
estimated speed-up factor of & =10.61 our short list has to be significantly smaller than
90% of the entire dataset in order to achieve a substantial speed-up compared to an full
1 : N search using histogram-based feature vectors. Given this, we can conclude that the
proposed serial identification system can perform an exhaustive search in 30% of the time
compared to an exhaustive search using the x?-distance.

When comparing the IR of the serial identification system with the reference IR in Fig.
9.5, we can also see that the serial identification system outperforms the reference system
that does an exhaustive 1 : N search using the y?-distance. This increase in performance is
achieved due to the fact that the proposed system already discards candidates in the pre-
screening stage which would have been falsely identified by the original system within an
exhaustive search.

9.5 Conclusions

In this paper we have presented a generic binarization scheme for holistic spectral his-
togram descriptors and provided empirical results on two datasets and two different tex-
ture descriptors. The binary feature vectors are directly computed from the histogram rep-
resentation and hence do not require an additional feature extraction. The proposed bina-
rization technique can be used to reduce the size of biometric reference data and to perform
efficient identification. We do not require an additional processing step for acquiring a bi-
nary representation of the feature vectors. Instead, we compute a binary representation
directly from the spectral histogram descriptors.

The proposed method can be applied to all images, where a spectral histogram feature
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Figure 9.6: IR of the serial identification system for different values of L.

vector is used. In cases, where we have accurately segmented and registered images, the
binary feature vector can be directly applied without a loss in biometric performance. On
datasets acquired in a less constrained environment we suggest to employ the proposed
system as pre-screener in a serial identification system in order to accelerate search opera-
tions. We found that the serial identification system even outperforms an exhaustive search
of the original system.
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Chapter 10

Effects of Severe Signal Degradation on Ear
Detection

Having an ear recognition system that works well under laboratory conditions, the next
step is to ask about the performance of system under harder conditions. This brings us to
research question Q5: Which impact does signal degradation have on the performance of
ear recognition systems? In this chapter, we will focus on the ear segmentation step.

Such conditions could for instance be signal degradations, such as noise and blur. In
first attempt to evaluate the vulnerability of an ear recognition system to signal degrada-
tions, we compared the impact of different blur and noise level on the accuracy of segmen-
tation. As a performance indicator, we report the failure to extract (also referred to as the
detection rate n this work).

The paper was published in [186]JOHANNES WAGNER, ANIKA PFLUG, CHRISTIAN
RATHGEB, CHRISTOPH BUSCH, Effects of Severe Signal Degradation on Ear Detection, 2nd
International Workshop on Biometrics and Forensics (IWBF), 2014
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10. EFFECTS OF SEVERE SIGNAL DEGRADATION ON EAR DETECTION

Abstract

Ear recognition has recently gained much attention, as for surveillance scenarios
identification remains feasible, in case the facial characteristic is partly or fully covered.
However video footage stemming from surveillance cameras is often of low quality. In
this work we investigate the impact of signal degradation, i.e. out-of-focus blur and
thermal noise, on the segmentation accuracy of automated ear detection. Realistic ac-
quisition scenarios are constructed and various intensities of signal degradation are sim-
ulated on a comprehensive dataset. In experiments different ear detection algorithms
are employed, pointing out the effects of severe signal degradation on ear segmentation
performance.

10.1 Introduction

In April 2013, NYPD detectives were able to track down an arsonist who was accused of
burning mezuzahs in Brooklyn, USA. Police got onto the suspect’s trail through a clear
picture of his ear from a surveillance camera. The image was run through the police fa-
cial recognition database, which contained a profile image of the person where the outer
ear was visible, returning the suspect’s name. Thus investigators reported, “We had a good
angle on his ear that helped to identify him” [135]. Success stories like this and a constantly
increasing number of surveillance cameras underline the potential of automated ear recog-
nition for forensic identification and confirm that the intricate structure of the outer ear
represents a reliable and stable biometric characteristic. However, the ability to determine
a person’s identity based on automated ear recognition highly depends on the image qual-
ity and resolution [79, 170]. In addition, images captured by surveillance cameras may
suffer from signal degradations particularly, in case of outdoor installations.

Automated ear biometric recognition systems hold tremendous promise for the future,
especially in the forensic area [3]. While the long standing success story of ear recogni-
tion goes back to the 19th century [26] nowadays forensic applications have only recently
started to pay attention to automated ear recognition. In past years numerous approaches
focusing on ear detection, feature extraction, and feature comparison have been proposed,
achieving promising biometric performance (for a detailed survey on detection and recog-
nition techniques for ears see [147]). However, the vast majority of experimental evalua-
tions are performed on datasets acquired under rather favorable conditions, which in most
cases does not reflect image data acquired in forensic scenarios. So far, no studies have been
conducted on the impact of signal degradation on automated ear detection, which repre-
sents a considerable significant point of failure for any automated ear recognition system.

The contribution of this work is the investigation of the effects of severe signal degrada-
tion on automated ear detection. Considering different reasonable scenarios of data acqui-
sition (according to surveillance scenarios), profile images of a comprehensive dataset are
systematically degraded, simulating frequent distortions, i.e. out-of-focus blur and thermal
noise. In our experiments well-established ear detection algorithms are evaluated, which
clearly illustrate the impact of signal degradation on ear detection. Furthermore, a detailed
discussion of consequential issues is given.

The remainder of this paper is organized as follows: in Sect. 10.2 considered scenarios
and applied signal degradations are described in detail. The effects of signal degradation
on ear detection algorithms are investigated in Sect. 10.3. Finally, conclusions are drawn in
Sect. 10.4.

10.2 Acquisition and Signal Degradation

10.2.1 Acquisition Scenarios

Table 10.1 summarizes different state-of-the-art surveillance cameras made available by
major vendors and relevant characteristics, i.e. focal length, resolution, and sensor type
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Figure 10.1: Simulated data acquisition scenario.

(characteristics refer to currently best products). Based on this comparison we simulate
a camera providing (1) a focal length of 8mm, (2) a resolution of 1920x1080, and (3) a
sensor diagonal of 1/2.5 inch. We examine two different acquisition scenarios S;, Sz with
respect to the distance of the subject to the camera considering distances of 2m and 4m,
respectively. Fig. 10.1 schematically depicts the considered acquisition scenario.

We assume that we are able to detect the presence of a subject in a video by one of
the state-of-the art detection techniques, that are summarized in [137]. After successfully
detecting a subject, the head region can be roughly segmented (cf. Fig. 10.2). These pre-
segmented images are the basis of further processing, such as ear detection.

Table 10.1: State-of-the-art camera models and characteristics.

Vendor Product Focal length Resolution Sensor
ACTi! D82 2.8-12mm 1920x1080 1/3.2”
AXIS? P3367V 3-9mm 1920x1080 1/3.2”
GeoVision® GV-FD220G 3-9mm 1920x 1080 1/2.5”
Veilux* VVIP-21.2812 2.8-12mm 1920x 1080 1/2.5”

U http://www.acti.com/

2 nttp://www.axis.com/

3 http://www.geovision.com.tw/
4 http://www.veilux.net/

Let C(f,d, w, h) be a camera with focal length f, sensor diagonal d, and resolution w x h.
Then the diagonal D of the field of view at a distinct distance A is estimated as,

D= A-tan(2-arctan((d/2f)/2)) (10.1)
= A-d/2f.

In our scenario the aspect ratio is 16:9, i.e. the field of view in object space corresponds
to

16 - 4/D?/(162 + 92) m x 9 - /D? /(162 + 92) m. (10.2)

In [173] the average size of the outer ear of males and females across different age group
is measured as 61.7 mm x37.0 mm and 57.8 mm x34.5 mm, respectively. For an average
angle of auricle of 32.5 degrees across age groups and sex we approximate the bounding
box of an ear of any subject as 70 mm x 60 mm. For both scenarios &1, S» the considered
camera C(8mm, 1/2.5”,1920px, 1080px) would yield images where ear regions comprise
approximately w, X he = 110x90 and 55x45 pixels, respectively.
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10. EFFECTS OF SEVERE SIGNAL DEGRADATION ON EAR DETECTION

Table 10.2: Blur and noise conditions considered for signal degradation (denotations of o
are defined in 10.2.2.1 and 10.2.2.2).

Blur condition Noise condition

Abbrev. Description Abbrev. Description Intensity
B-0 - N-0 - none
B-1 c=2 N-1 =20 low
B-2 oc=3 N-2 o=25 medium
B-3 o=4 N-3 o =30 high

10.2.2 Signal Degradation

Signal degradation in this work is simulated by means of blur and noise where blur is
applied prior to noise (out-of-focus blur is caused before noise occurs). Four different in-
tensities (including absence) of blur and noise and combinations of these are considered
and summarized in Table 10.2.

10.2.2.1 Blur Conditions

Out-of-focus blur represents a frequent distortion in image acquisition mainly caused by an
inappropriate distance of the camera to the eye (another type of blur is motion blur caused
by rapid movement which is not considered in this work). We simulate the point spread
function of the blur as a Gaussian

1 22442

f(2,y) = 5—Fe 2mo? (10.3)

= e
2mo?

which is then convolved with the specific image, where the image is devided into 16 x 16
pixel blocks.

10.2.2.2 Noise Conditions

Amplifier noise is primarily caused by thermal noise. Due to signal amplification in dark
(or underexposed) areas of an image, thermal noise has a high impact on these areas. Ad-
ditional sources contribute to the noise in a digital image such as shot noise, quantization
noise and others. These additional noise sources however, only make up a negligible part
of the noise and are therefore ignored during this work.

Let P be the set of all pixels in image I € N?, w = (wj,)pep, be a collection of indepen-
dent identically distributed real-valued random variables following a Gaussian distribu-
tion with mean m and variance 2. We simulate thermal noise as additive Gaussian noise
with m = 0, variance o2 for pixel p at z,y as

N(z,y) = I(x,y) +wp,p € P, (104)
with N being the noisy image, for an original image /. Examples of results of simulated

signal degradation are depicted in Fig. 10.2 for images considered in both scenarios.

10.3 Experimental Evaluations

10.3.1 Experimental Setup

For our evaluation, we have composed a dataset of mutually different images of the UND-
G [202], UND-J2 [201] and UND-NDOff-2007 [64] database. The merged dataset contains
2369 left profile images from 510 subjects with yaw poses between —60 and —90 degrees.
Right profile views from UND-G were mirrored horizontally. The manually annotated
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S, B-0 | N-0 S, B-3 | N-0 S, B-0 | N-3 S1 B-3|N-3

SyB-0|N-0 S;B-3|N-0 S,B-0|N-3 S;B-3|N-3

Figure 10.2: Maximum intensities of blur and/ or noise for each of the two scenar-
ios. The upper row shows examples from S; and the lower row from S, respectively
(1d-02463d677).

vspace-0.3cm

ground truth in form of ear bounding boxes yields an average size of 125 x 95 pixels for the
entire data set, i.e. original images are employed in scenario S;. For the second scenarios
S, images are scaled with factor 0.5 prior to applying blur and noise.

We evaluate the performance of cascaded object detectors with a fixed-size sliding win-
dow. The object detectors are trained with (1) Haar-like features [182], (2) local binary pat-
terns [138] (LBP) and (3) histograms of oriented gradients [57](HOG). The detectors were
trained with images from WPUTEDB [66] and negative samples from the INIRA person
detection dataset.

10.3.2 Performance Evaluation

We calculate the detection error E from the segmentation result S(I) for an image I with
corresponding ground truth mask G (both of dimension m x n pixels), such that for all
positions z,y, Gr[z,y] = 1 labels “ear” pixels (otherwise G;[z,y] = 0), as

m—1n—1

> D Gileyl & S(D)[z,y]. (10.5)

=0 y=0

1

m-n

E =

Table 10.3 summarizes the detection errors for different detection algorithms for inten-
sities of blur, noise and combination of these for both considered scenarios. The quality of
generated images is estimated in terms of average peak signal to noise ratio (PSNR). Errors
E,, B> and Ej3 correspond to the detection results employing Haar-like, LBP, and HOG
features, respectively. In Fig. 10.3 detection errors are plotted for all detection algorithms
and scenarios for all combinations of signal degradation. See Table 10.4 for a collection of
examples for ground truth and detection under different conditions.

10.3.3 Discussion

As can be seen in Fig. 10.3 and Table 10.3, Haar-like features turn out to be most robust
against noise, followed by LBP where we observe slightly higher error rate. Haar-like fea-
tures rely on the position of edges and are using the ratio of dark and light pixels in an
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Table 10.3: Error rates for different detection algorithms for both scenarios (errors have
been multiplied by 10?). Results are visualized in Fig 10.3.

Scenario S, Scenario S»

Blur Noise PSNR E; E- Es PSNR E; E> E3

B-0 N-0 oo 2.12 2.86 1.94 oo 2.64 2.75 1.97
B-1 N-0 33.69db 2.62 291 2.10 31.66db 3.77 3.50 5.56
B-2 N-0 32.18db 2.89 3.12 2.88 2958 db 4.18 3.90 6.01
B-3 N-0 31.20db 3.22 3.24 3.42 28.38db 4.30 3.87 6.08
B-0 N-1 2256db 2.08 2.77 3.45 2256db 2.09 3.23 3.18
B-1 N-1 22.21db 2.09 2.82 3.76 22.01db 2.34 3.37 5.51
B-2 N-1 22.07db 2.09 2.59 4.02 21.71db 253 3.41 5.94
B-3 N-1 2196db 2.16 2.77 4.00 2148 db 2.61 3.58 6.12
B-0 N-2 20.74db 2.19 2.70 3.75 20.74db 2.18 3.20 3.73
B-1 N-2 20.50db 2.17 2.80 4.00 20.35db 2.39 3.40 5.30
B-2 N-2 20.40db 2.17 2.59 4.14 20.14db 2.56 3.52 5.60
B-3 N-2 20.32db 2.22 2.77 4.14 19.97 db 2.66 3.59 5.29
B-0 N-3 19.27db 2.22 2.82 3.95 19.26 db 2.27 3.40 4.04
B-1 N-3 19.09db 2.25 2.68 4.13 18.98 db 2.40 3.52 4.86
B-2 N-3 19.02db 2.27 2.57 4.18 18.82db 2.59 3.50 4.87
B-3 N-3 18.96 db 2.33 2.84 4.18 18.69db 2.77 3.74 4.82

Noise

Haar-like LBP HOG

Figure 10.3: Errors for different segmentation algorithms for intensities of blur, noise and
combination of these for both scenarios. The black mesh shows the performance for §; and
the grey mesh for S, respectively.

image patch. This makes these features robust to noise but vulnerable to blur. Combi-
nations between blur and noise perform better, because adding noise after blur results in
images with more intense edges.

For LBP, we obtain a mostly stable, although higher, error rate than for Haar-like fea-
tures. Generally, degradations have the least impact in LBP, because it encodes local texture
information as a histogram without the need of particular local features, such as edges. Al-
terations on a pixel level add noise uniformly for all local features to a mostly skin colored
texture, which can be compensated by the detector.

128



10.4 CONCLUSION

HOG performs well under ideal conditions, but with increasing noise and blur, the
accuracy degenerates quickly. Blur and noise alter the local gradient orientation, length
and direction of the image, which makes it difficult for HOG to match the trained pattern
with local texture information. Although noise and blur are causing this effect, blur has a
significantly larger impact on local gradients than noise.

10.4 Conclusion

We have quantified the impact of signal degradation in particular, noise and blur, on ear
detection systems for surveillance purposes. Experiments were carried out for three well-
established detection algorithms, Haar-like features, LBPs and HOG. With respect to the
simulated conditions, the tested algorithms turn out to be vulnerable to both, to blur and
noise. Our future work will comprise research on other forms of signal degradations as well
as the impact of signal degradation on feature extraction and recognition performance.
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10. EFFECTS OF SEVERE SIGNAL DEGRADATION ON EAR DETECTION

Table 10.4: Detection accuracy of different feature sets with strong noise and blur. The
left column shows the ground truth, the middle column shows the detection result in the
original image and the right column shows the result after signal degradation.

(a) Ground Truth  (b) B-0 N-0 — Haar Detection (c) B-0 N-3 — Haar Detection

(a) Ground Truth (b) B-0 N-0 — Haar Detection (c) B-0 N-1 — Haar Detection

(a) Ground Truth (b) B-0 N-0 — HOG Detection (c) B-0 N-3 — HOG Detection

(a) Ground Truth (b) B-0 N-0 — HOG Detection (c) B-3 N-0 — HOG Detection

(a) Ground Truth  (b) B-0 N-0 — LBP Detection (c) B-3 N-0 — LBP Detection

(a) Ground Truth  (b) B-0 N-0 — LBP Detection (c) B-3 N-3 — LBP Detection
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Chapter 11

Impact of Severe Signal Degradation on Ear
Recognition Performance

This chapter represents the second part of the answer to research question Q5: Which
impact does signal degradation have on the performance of ear recognition systems?

Directly based on the previous work on ear detection, we also evaluate the impact of dif-
ferent blur and noise levels on the biometric performance of an ear recognition system that
is using histogram-based texture features. In our experiments on the recognition perfor-
mance, we use manually cropped ROIs, such that we can assume that the failure to extract
is zero. We measure the Equal error rate and the identification rate (rank-1 recognition rate)
as correlate the recognition performance with the image quality.

The paper was published in [153]ANIKA PFLUG, JOHANNES WAGNER, CHRISTIAN
RATHGEB AND CHRISTOPH BUSCH, Impact of Severe Signal Degradation on Ear Recogni-
tion Performance, Biometrics, Forensics, De-identification and Privacy Protection (BiForD),
2014
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11. IMPACT OF SEVERE SIGNAL DEGRADATION ON EAR RECOGNITION PERFORMANCE

Abstract

We investigate ear recognition systems for severe signal degradation of ear images in
order to assess the impact on biometric performance of diverse well-established feature
extraction algorithms. Various intensities of signal degradation, i.e. out-of-focus blur
and thermal noise, are simulated in order to construct realistic acquisition scenarios. Ex-
perimental evaluations, which are carried out on a comprehensive database comprising
more than 2,000 ear images, point out the effects of severe signal degradation on ear
recognition performance using appearance features.

11.1 Introduction

Following the first studies on forensic evidence of ear images of A. Iannarelli in 1989 [81],
Hoogstrate et al. presented a study on the evidential value of ear images from CCTV
footage [79]. This work was motivated by a series of gas station robberies in Utrecht,
Netherlands. During the incidents, the perpetrators appeared in several CCTV videos,
however their faces were occluded by baseball hats in all of the videos. In all of the cases,
the CCTV videos contained several frames with profile views, where the outer ear of one
of the perpetrators was clearly visible. Hoogstrate et al. showed that these ear images can
be employed for identification by a forensic expert, if the quality of the videos is sufficient.
Such impairing factors for the image quality in surveillance videos can be, for instance, blur
and thermal sensor noise. Image quality plays an even more important role when potential
candidates should be pre-selected automatically by a biometric system, prior to manual
inspection by a forensic expert.

Automated ear biometric recognition systems hold tremendous promise for the future,
especially in the forensic area [3]. While the long standing success story of ear recogni-
tion goes back to the 19th century [26] nowadays forensic applications have only recently
started to pay attention to automated ear recognition. In past years numerous approaches
focusing on ear detection, feature extraction, and feature comparison have been proposed,
achieving promising biometric performance (for a detailed survey see [147]). However, the
vast majority of experimental evaluations are performed on datasets acquired under rather
favorable conditions, which in most cases does not reflect image data acquired in forensic
scenarios. So far, no studies have been conducted on the impact of signal degradation on
automated ear recognition, which represents a considerable significant point of failure for
any automated ear recognition system.

The contribution of this work is the investigation of the effects of severe signal degra-
dation on automated ear recognition using appearance features. Considering different rea-
sonable scenarios of data acquisition (according to surveillance scenarios), ear images of
a comprehensive dataset are systematically degraded, simulating frequent distortions, i.e.
out-of-focus blur and thermal noise. On the one hand, a synthetic degradation of ear im-
ages allows a comprehensive experimental evaluation of existing dataset and, on the other
hand, it is feasible to measure and reproduce the source of image degradation. In previ-
ous work [186] we have shown that state-of-the-art ear detection algorithms are capable of
overcoming simulated signal degradations caused by out-of-focus blur and thermal noise.
In this work emphasis is put on recognition performance, i.e. the impact of signal degra-
dation on biometric performance is analyzed and a detailed discussion of consequential
issues is given.

The remainder of this paper is organized as follows: Sect. 11.2 considered scenarios
and applied signal degradations are described in detail. The effects of signal degradation
on ear recognition algorithms are investigated in Sect. 11.3. Finally, conclusions are drawn
in Sect. 11.4.

132



11.2 ACQUISITION AND SIGNAL DEGRADATION

Table 11.1: State-of-the-art camera models and characteristics.

Vendor Product  Focal length Resolution Sensor
ACTi D82 2.8-12mm  1920x1080 1/3.2”
AXIS P3367V 3-9mm 1920x1080 1/3.2”

GeoVision GV-FD220G 3-9mm 1920%x1080 1/2.5”
Veliux  VVIP-21.2812 2.8-12mm  1920x1080 1/2.5”

http://www.acti.com/
http://www.axis.com/
http://www.geovision.com.tw/
http://www.veliux.net/

Object and field of view ] Lense

R LR TR N
: ak Camera

sensor

focal length

f

6 =2 -arctan(d/2f)

Figure 11.1: Simulated data acquisition scenario.

11.2 Acquisition and Signal Degradation

11.2.1 Acquisition Scenarios

Table 11.1 summarizes diverse state-of-the-art surveillance cameras made available by ma-
jor vendors and relevant characteristics, i.e. focal length, resolution, and sensor type (char-
acteristics refer to most developed products of according vendors). Based on this com-
parison we consider a camera providing (1) a focal length of 8mm, (2) a resolution of
19201080, and (3) a sensor diagonal of 1/2.5 inch. We examine two different acquisi-
tion scenarios S;, Sz with respect to the distance of the subject to the camera considering
distances of approximately 2m and 4m, respectively. Fig. 11.1 schematically depicts the
considered acquisition scenario.

We assume that we are able to detect the presence of a subject in a video by one of
the state-of-the art detection techniques, that are summarized in [137]. After successfully
detecting a capture subject, the head region can be roughly segmented. In [186] we have
demonstrated that cascaded ear detectors, e.g. based on Haar-like features, output stable
detection results even in presence of severe signal degradation. In order to estimate the
mere effect of signal degradation on feature extraction and classification modules we re-
strict ourselves to the analysis of cropped images of size 165x92 and 83x46 pixels. These
cropped images are generated on the basis of a manually segmented ground-truth, in both
scenarios, respectively (cf. Fig.11.2).

Let C(f,d, w, h) be a camera with focal length f, sensor diagonal d, and resolution w x h.
Then the diagonal D of the field of view at a distinct distance A is estimated as,

D= A-tan(2-arctan((d/2f)/2)) (11.1)
= A-d/2f.
In our scenario the aspect ratio is 16:9, i.e. the field of view in object space corresponds
to
16 - /D2/(162 + 92) m x 9 - /D?/(162 + 92) m. (11.2)
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11. IMPACT OF SEVERE SIGNAL DEGRADATION ON EAR RECOGNITION PERFORMANCE

Table 11.2: Blur and noise conditions considered for signal degradation (denotations of o
are defined in 11.2.2.1 and 11.2.2.2).

Blur condition Noise condition Degradation
Abbrev. Description Abbrev. Description Intensity
B-0 - N-0 - none
B-1 c=2 N-1 =20 low
B-2 oc=3 N-2 o=25 medium
B-3 o=4 N-3 o =30 high

In [173] the average size of the outer ear of males and females across different age group
is measured as 61.7 mm x37.0 mm and 57.8 mm x34.5 mm, respectively. For an average
angle of auricle of 32.5 degrees across age groups and sex we approximate the bounding
box of an ear of any subject as 70 mm x 60 mm. For both scenarios &1, Sz the considered
camera C(8mm, 1/2.5”,1920px, 1080px) would yield images where ear regions comprise
approximately w, x he = 110x90 and 55x45 pixels, respectively.

11.2.2 Signal Degradation

Signal degradation in this work is simulated by means of blur and noise where blur is
applied prior to noise (out-of-focus blur is caused before noise occurs). Four different in-
tensities (including absence) of blur and noise and combinations of these are considered
and summarized in Table 11.2.

11.2.2.1 Blur Conditions

Out-of-focus blur represents a frequent distortion in image acquisition mainly caused by an
inappropriate distance of the camera to the eye (another type of blur is motion blur caused
by rapid movement which is not considered in this work). We simulate the point spread
function of the blur as a Gaussian

1 22 +y?

T (11.3)

flay) = 5——¢
which is then convoluted with the specific image, where the image is devided into 16 x 16
pixel blocks.

11.2.2.2 Noise Conditions

Amplifier noise is primarily caused by thermal noise. Due to signal amplification in dark
(or underexposed) areas of an image, thermal noise has a high impact on these areas. Ad-
ditional sources contribute to the noise in a digital image such as shot noise, quantization
noise and others. These additional noise sources however, only make up a negligible part
of the noise and are therefore ignored during this work.

Let P be the set of all pixels in image I € N?, w = (w,)pep, be a collection of indepen-
dent identically distributed real-valued random variables following a Gaussian distribu-
tion with mean m and variance o?. We simulate thermal noise as additive Gaussian noise
with m = 0, variance o2 for pixel p at z,y as

N(z,y) = I(z,y) + wp,p € P, (11.4)

with N being the noisy image, for an original image /. Examples of results of simulated
signal degradation are depicted in Fig. 11.2 for a single image considered in both scenarios.

134



11.3 EXPERIMENTAL EVALUATIONS

S1B-0|N-0 S, B-3 | N-0 S, B-0 | N-3 Sy B-3|N-3

SyB-0|N-0 S;B-3|N-0 S,B-0|N-3 S,B-3|N-3

Figure 11.2: Maximum intensities of blur and/ or noise for the two scenarios. The upper
row shows examples from S; and the lower row from S, respectively (1d_02463d677).

11.3 Experimental Evaluations

11.3.1 Experimental Setup

For our evaluation, we have composed a dataset of mutually different images of the UND-
G [202], UND-J2 [201] and UND-NDOff-2007 [64] database. The merged dataset contains
2111 left profile images from 510 subjects with yaw poses between —60 and —90 degrees.
The manually annotated ground truth in form of ear bounding boxes yields an average size
of 125 x 95 pixels for the entire data set. Based on these ear bounding boxes images are
cropped (based on the center of boxes) to images of 165x92 pixels which are employed in
scenario S;. For the second scenario S, cropped images are scaled with factor 0.5 prior to
adding blur and noise. Prior to extracting features, we apply CLAHE [223] to normalize
the image contrast. In order to find the optimal settings for each of the feature extraction
methods, we compared different parameter settings for each of the feature extraction tech-
niques. We only give the results for the best performing parameter settings.

In our experiments, we randomly select four images of each subject for training pur-
poses and one image for testing. Hence, our setup requires that we have at least five sam-
ples per subject, which, however, is not the case for all the subjects in the database. Our
total test set consists of 132 probes from 132 different subjects. The training set contains
528 images of the same 132 subjects. All performance indicators reported in this work are
median values based on a five-fold cross validation.

Performance is estimated in terms of equal error rate (EER) and (true-positive) iden-
tification rate (IR). In accordance to the ISO/IEC IS 19795-1 [92] the false non-match rate
(FNMR) of a biometric system defines the proportion of genuine attempt samples falsely
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11. IMPACT OF SEVERE SIGNAL DEGRADATION ON EAR RECOGNITION PERFORMANCE

declared not to match the template of the same characteristic from the same user supplying
the sample. By analogy, the false match rate (FMR) defines the proportion of zero-effort im-
postor attempt samples falsely declared to match the compared non-self template. As score
distributions overlap EERs are obtained, i.e. the system error rate where FNMR = FMR.
The IR is the proportion of identification transactions by subjects enrolled in the system in
which the subject’s correct identifier is the one returned. In experiments identification is
performed in the closed-set scenario returning the rank-1 candidate as identified subject
(without applying a decision threshold).

11.3.2 Feature Extraction and Classification
11.3.2.1 Local Binary Patterns

Local Binary Patterns (LBP) represent a widely used texture descriptor that has been ap-
plied for various biometric characteristics, and recently was also used in an ear recognition
system [3]. LBP encodes local texture information on a pixel level by comparing the grey
level values of a pixel to the grey level values in its n-8 neighborhood. Every pixel with a
grey level value exceeding the grey level of the central pixel is assigned the binary value
1, whereas all pixels with a smaller grey level value are assigned the binary value 0. Sub-
sequently, the binary image information is extracted by concatenating these binary values
according to a certain predefined scheme. This results in a binary-valued local descriptor
for a particular image patch. This concept can also be extended to any other definitions of
a local neighborhood, in particular to different radii around the center pixel.

We extract LBP features from the n-8 neighborhood of each pixel in the image. We di-
vide the image into a regular grid of 10x10 pixels and concatenate the local LBP histogram
within each grid cell.

11.3.2.2 Local Phase Quantization

Local Phase Quantization (LPQ) is designed to be robust against Gaussian blur, by exploit-
ing the blur invariance property of the Fourier phase spectrum [139]. It could be shown
in [10], that LPQ is superior to LBP for face recognition, if the image is degraded with
Gaussian blur.

Within LPQ the image is transformed into the Fourier domain, where the signal can
be split into the magnitude and the phase part. Then the phase angles are estimated and
transformed into a 2-bits code word by using a quantization function. This procedure is
repeated for all points within a specified radius. All code words within the given radius
are then put into a histogram, which represents the local phase information on an image
patch. In this paper we extract local LPQ histograms from a regular grid with 11x11 pixels
cells and concatenate each of the local histograms to obtain the global feature vector.

11.3.2.3 Histograms of Oriented Gradients

Originally introduced as a descriptor for person detection in 2005, Histograms of Oriented
Gradients (HOG) soon became a popular texture feature in other fields of computer vi-
sion, too [57]. HOG uses the local gradient direction in a particular image patch and then
concatenates this information to local histograms that reflect the distribution of gradient
directions of a particular object in the image. Each of the local histograms is normalized
before all of the histograms are concatenated to form the complete descriptor. The HOG
descriptor in our experiment is using a patch size of 8 x8 pixels with 9 different orientations.

11.3.2.4 Projection and Classification

Employed appearance features described above usually have a large number of dimen-
sions. For creating our feature space, we compute a projection matrix based on our train-
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11.3 EXPERIMENTAL EVALUATIONS

Table 11.3: Equal error rates (EER) and true-positive identification rates (IR) for different
algorithms with different blur and noise settings in S;.

Blur Noise ‘Sscenarlo LBP LPQ HOG
1
PSNR EER IR EER IR EER IR

B-0 N-0 oo 6.37 82.57 1.64 92.42 591 87.87
B-1 N-0 3251db 6.06 87.12 6.51 83.33 5.90 81.81
B-2 N-0 30.45db 2.88 90.15 1.32 93.93 4.72 87.12
B-3 N-0 29.19db 5.00 84.09 424 84.84 8.12 75.75
B-0 N-1 22.81db 9.40 68.18 6.66 75.75 16.21 53.78
B-1 N-1 2231db 15.29 50.00 8.64 64.39 19.47 35.60
B-2 N-1 22.03db 16.53 43.18 12.39 46.96 25.42 21.96
B-3 N-1 21.80db 18.04 38.63 16.94 44.69 26.20 18.18
B-0 N-2 21.01db 1258 56.06 10.13 63.63 19.55 41.66
B-1 N-2 20.66db 17.37 40.90 14.26 44.69 26.20 26.51
B-2 N-2 20.46db 19.54 37.87 15.48 41.66 30.15 12.87
B-3 N-2 20.30db  21.05 28.78 17.85 39.39 30.79 10.60
B-0 N-3 1956 db 14.68 50.00 10.45 70.45 24.85 26.51
B-1 N-3 19.30db  20.76 33.33 15.70 37.87 28.81 12.87
B-2 N-3 19.15db 25.90 25.00 21.97 28.03 31.37 11.36
B-3 N-3 19.02db 23.93 21.96 22.53 28.78 37.57 6.81

Table 11.4: Equal error rates (EER) and true-positive identification rates (IR) for different
algorithms with different blur and noise settings in S.

Blur Noise ‘Sscenarlo LBP LPQ HOG
2
PSNR EER IR EER IR EER IR

B-0 N-0 00 2.29 92.98 4.85 83.33 5.91 81.81
B-1 N-0 34.77db 6.36 77.27 1.25 95.45 7.49 76.69
B-2 N-0 31.87db 6.06 78.78 2.95 89.23 8.78 67.42
B-3 N-0 30.27db 6.96 75.75 5.48 81.81 9.73 65.15
B-0 N-1 30.09db 12.44 58.33 3.78 87.82 16.21 44.69
B-1 N-1 28.68 db  15.34 40.90 5.75 78.03 21.39 28.03
B-2 N-1 27.69db 18.79 33.33 9.71 62.87 25.42 17.99
B-3 N-1 2697 db 23.31 31.81 8.48 65.15 26.20 18.18
B-0 N-2 28.21db 13.55 45.45 3.79 82.57 19.55 33.33
B-1 N-2 2722db 21.22 33.33 8.05 65.90 26.20 24.24
B-2 N-2 2648 db 23.93 20.45 10.16 54.54 29.23 12.87
B-3 N-2 2591db 25.65 17.42 12.85 51.51 30.79 14.39
B-0 N-3 26.68db 17.85 37.12 6.36 80.30 24.85 21.96
B-1 N-3 2594 db 24.56 17.42 12.24 53.78 28.81 13.63
B-2 N-3 2536 db 27.42 18.18 16.06 44.69 31.37 10.60
B-3 N-3 2491db 29.72 15.90 14.35 41.66 31.80 9.09
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11. IMPACT OF SEVERE SIGNAL DEGRADATION ON EAR RECOGNITION PERFORMANCE

EER

LPQ HOG

Figure 11.3: EER (upper row) and IR lower row) rates for different algorithms for intensities
of blur, noise and combination of these. The black mesh shows the performance for S; and
the grey mesh for Ss, respectively.

ing data by using LDA. After computing the feature space from the training images, we
project the test images into the same feature space. Subsequently, we assign an identity
based on a NN-classifier and cosine distance. The source code for feature space projection
and classification is based on the PhD face recognition toolbox [184].

11.3.3 Performance Evaluation

Tables 11.3 and 11.4 summarize the biometric performance with respect to EERs and IRs
for different feature extraction algorithms for intensities of blur, noise and combination of
these for both considered scenarios. The quality of generated images is estimated in terms
of average peak signal to noise ratio (PSNR). Fig. 11.3.3 illustrated the change of biometric
performance according to the simulated intensities of blur and noise.

11.3.4 Discussion

The general expectation in this experimental setup is, that the appearance of all images con-
verges towards an average ear shape, the more noise and blur are added to the image. Blur
is removing details, whereas noise is virtually adding random information to the image
signal.
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11.4 CONCLUSION

The recognition performance of Scenario S; and S» only differs significantly at some
points. In general, the pipelines in Sy perform slightly better than in S;. From this we may
conclude that automatic ear recognition is yielding good results in scenarios with large
distances to the camera and with low resolution.

For all tested pipelines, the sole presence of blur only slightly degrades the recognition
performance. Thermal noise however, has a significant impact on the recognition accu-
racy of all of the features. However, when blur is combined with noise, the two types of
degradation amplify each other, which results in low recognition performance for all of the
features.

The best performing algorithm in our experiments is LPQ. It turns out to be relatively
resilient against slight presence of noise and blur, as well as against combinations of these.
However, even though LPQ was designed to be a blur invariant descriptor, in practice it
is not entirely robust against blur. This can be explained by the fact the descriptor is only
invariant to blur, if the window size of the descriptor is unlimited [10]. This means that
the larger the window for feature extraction, the more robust LPQ becomes against blur.
However, with increasing window size we also lose the locality of information and become
more vulnerable to occlusions. Smaller ROIs slightly improve the recognition performance
of LPQ, which is due to the fact that the window size was constant in S; and S». Hence, the
local window covers a larger portion of the ROI, which means that the resilience against
blur is higher.

As pointed out earlier, LBP is exclusively relying on small image patches around given
pixels. Hence, this descriptor is vulnerable against both types of signal degradation, noise
and blur. Whereas blur removes high frequencies from the image, it retains the relative
grey level value in homogeneous regions of the image. This is why LBP still performs rea-
sonably well on blurred images. Noise, however changes the grey level values randomly
at different spots in the image, which has a direct impact on the local LBP histogram val-
ues and, hence, results into a more severe performance decrease. Combinations of noise
and blur destroy the local pixel information by introducing false patterns in homogeneous
patches and dithers patches that were formerly containing edges, which lets the perfor-
mance of LBP drop significantly.

In order to create a distinctive feature vector, the HOG descriptor needs a sufficient
number of edges that are representing the object. As edge information is gradually re-
moved by blur and dithered by noise, HOG is affected by both types of degradations. Blur
alone, however only changes the length of the local gradients, but not the directions, which
is why blur can be handled well by HOG. Adding additional noise changes the local gradi-
ent direction and hence alters the feature vector, which is reflected by the performance drop
at the maximum amount of blur and noise. This behavior is observed for both scenarios.

11.4 Conclusion

In this work, we have investigated the impact of two different types of signal degradation
on the recognition performance of well-established appearance features. Based on publicly
available data, we have added noise and blur to the images to create a controlled environ-
ment, such that we can draw conclusions about which factor has the largest impact on the
recognition performance.

Experiments show that LBP, HOG and LPQ are relatively robust, although not invariant
to blur. Noise has a larger effect on the recognition performance compared to blur. Combi-
nations of noise and blur amplify each other, such that the performance drops significantly,
when they occur together. The size of the ROI only has a minor effect on the recognition
performance, which lets us conclude that the outer ear can still be captured with sufficient
resolution from large distances.

In future work, we will focus on the impact of other kinds of signal degradation on the
detection accuracy as well as on the recognition performance.
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Chapter 12

2D Ear Classification Based on Unsupervised
Clustering

Knowing that we can achieve a high performance with histogram-based texture descrip-
tors, we address the question whether we can find clusters within these feature spaces that
represent certain categories of ears. Assuming that the assignment of shape classes as pro-
posed by lannarelli [81] can be arbitrary, we try to the answer of research question Q6: Is it
possible to automatically find categories of ear images?

Classification can be useful for performing search operations in large databases with
limited bandwidth or for selecting similar candidates form a number of suspects for further
manual analysis. As opposed to the shape-based categorization of Iannarelli, we automat-
ically find and assign categories within the feature space without a prior shape extraction
step.

The paper was published in [152]ANIKA PFLUG, ARUN R0Oss, CHRISTOPH BUSCH, 2D
Ear Classification Based on Unsupervised Clustering, In Proceedings of International Joint
Conference on Biometrics (IJCB), 2014
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12. 2D EAR CLASSIFICATION BASED ON UNSUPERVISED CLUSTERING

Figure 12.1: Morphology of the outer ear.

Abstract

Ear classification refers to the process by which an input ear image is assigned to
one of several pre-defined classes based on a set of features extracted from the image.
In the context of large-scale ear identification, where the input probe image has to be
compared against a large set of gallery images in order to locate a matching identity,
classification can be used to restrict the matching process to only those images in the
gallery that belong to the same class as the probe. In this work, we utilize an unsuper-
vised clustering scheme to partition ear images into multiple classes (i.e., clusters), with
each class being denoted by a prototype or a centroid. A given ear image is assigned
class labels (i.e., cluster indices) that correspond to the clusters whose centroids are clos-
est to it. We compare the classification performance of three different texture descriptors,
viz. Histograms of Oriented Gradients, uniform Local Binary Patterns and Local Phase
Quantization. Extensive experiments using three different ear datasets suggest that the
Local Phase Quantization texture descriptor scheme along with PCA for dimensionality
reduction results in a 96.89% hit rate (i.e., 3.11% pre-selection error rate) with a penetra-
tion rate of 32.08%. Further, we demonstrate that the hit rate improves to 99.01% with a
penetration rate of 47.10% when a multi-cluster search strategy is employed.

12.1 Introduction

Classification involves assigning a class label to a subject based on features extracted from
the subject’s biometric data. The number of classes is usually much smaller than the num-
ber of subjects in the gallery database and each subject is typically assigned to exactly one
class. Class labels can either be based on anatomical properties of the observed biomet-
ric characteristic or on inherent structural or geometric properties of the biometric sam-
ple.While classification and/or indexing techniques have been developed for fingerprints
[121, 167], iris [130, 74] and face [181, 145], the possibility of classifying ear images has re-
ceived limited attention in the biometrics literature. To the best of our knowledge, this is
the first work on automated unsupervised classification of ear images.

In this work, we explore the possibility of clustering 2D ear patterns into multiple cate-
gories based on their texture and structure. The texture is captured by the use of a texture
descriptor, while local histograms capture the structure of the ear. We used texture-based fea-
tures rather than explicit shape-based features because (a) extracting shape information from
2D ear images is a challenging problem, that often requires a highly constrained capture
scenario [6], and (b) the discriminability of shape-based features is limited in low-quality
2D images.

One of the earliest work on ear classification was done by Ianerelli [81], where he clas-
sified ear images into 4 categories - round, oval, triangular, rectangular - based on a visual
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12.2 CLUSTERING 2D EAR PATTERNS

assessment of the ear. However, this classification process is difficult to automate due to
the subjective nature of the assessment process. Further, as noted in [68], the number of
members in each class is unevenly distributed.

In previous work, Khorsandi and Abdel-Mottaleb [100] categorized ear images into two
groups - male and female - based on Gabor Filters and Sparse Representation. Motivated
by their work, we aim to further explore the capability of texture descriptors for ear classi-
fication. In this regard we analyze commonly used texture descriptors, viz. Histograms of
Oriented Gradients (HOG) [57], unified Local Binary Patterns (uLBP)[138] and Local Phase
Quantization (LPQ)[10]. LBP and HOG have already been successfully used in the context
of ear recognition [32, 72, 58]. LPQ has recently been used in face recognition, where it is
shown to be more robust to blur than LBP [10]. For an elaborate survey of features used for
ear recognition, we refer the reader to [6].

In this work, we use unsupervised clustering in conjunction with texture-based local
histograms to discover classes of ear patterns. Instead of using pre-defined labels such as
triangular, oval, etc. [81], we deduce clusters based on the distribution of texture features
in a high-dimensional space. Although this approach may not result in classes that can
be trivially interpreted by a human, it allows us to circumvent ambiguities in class label
assignment and results in classes with more evenly distributed numbers of members. The
extraction of shape features can be complex and time consuming. Our goal is to use simple
features that can be generated quickly and that do not bear the risk of error in the feature
extraction process.

The primary contributions of this work are (a) an analysis of the clustering tendencies
of feature spaces corresponding to 3 different texture descriptors; (b) a detailed experi-
mental evaluation demonstrating the benefits of the proposed clustering approach for ear
classification; and (c) a method for fusing the outputs of multiple classification schemes.

12.2 Clustering 2D Ear Patterns

The proposed approach has two distinct phases: the training phase and the classification
phase. The training phase has two stages: (a) feature subspace creation, where texture-
based feature vectors are extracted from a set of training images in order to define a feature
subspace; and (b) cluster generation, where unsupervised k-means clustering is used to
discover clusters in this feature space, with each cluster being denoted by its centroid. It
must be noted that the subjects whose images were used in the training phase are not used
in the testing/classification phase.

The classification phase has two stages: (a) gallery classification, where each gallery im-
age in the database is projected onto the feature subspace created in the training phase and
assigned a class label (i.e., a cluster index) based on the minimum distance criteria; and
(b) identity retrieval, where the class label of an input probe image is first computed and
a matching identity is obtained from the database by restricting the search to only those
gallery images associated with this class label. Below we describe each phase in more
detail. An overview of the complete system, including feature space creation, cluster as-
signment for gallery images and identity retrieval for probe images is given in Fig. 12.2.

All training and test ear images are pre-processed, in order to remove the influence
of rotation, scale and illumination. We first adjust the contrast by using CLAHE [223].
Subsequently, we crop and geometrically normalize the images. This is done by applying
cascaded pose regression (CPR)[62]. Using CPR, we train a classifier that fits an ellipse
to the ear region, such that the ear is fully enclosed by the ellipse (see Fig 12.3). We then
normalize rotate the cropped ear image, such that the major axis of the ellipse is vertical.

Finally, all images are resized to 100x100 pixels in order to compensate for different
resolutions and to facilitate the extraction of local histograms in the subsequent step. We
experiment with three different texture descriptors, namely LBP, LPQ and HOG.
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Figure 12.2: Illustration of the clustering scheme with preprocessing, cluster assignment
and identity retrieval. The input parameters for each stage are shown on the left. The
output is a list of possible gallery candidates to search.

12.3 Training Phase

12.3.1 Feature Subspace Creation

Uniform Local Binary Pattern (uLBP): uLBP [138] encodes local texture information on a
pixel level by comparing the grey level values of a pixel to the grey level values in its
neighborhood. The size of the neighborhood is defined by a radius around the pixel g;,
which is at least 1 (for a neighborhood having 8 pixels). Every pixel ¢; within the radius that
has a larger grey level value than the center pixel is assigned the binary value 1, whereas
all pixels with a smaller grey level value are assigned the binary value 0.

The binary values of the neighborhood pixels are concatenated to form a binary string
corresponding to the center pixel. Only those binary strings which have at most two bit-
wise transitions from 0 to 1 (or vice-versa) are considered - there are 58 such strings. Each
binary string is then mapped to a value between 0 and 58 (the first 58 bins correspond to
the uniform binary strings, and the 59-th bin corresponds to the rest). The uLBP-based ear
descriptor is computed by sliding a window of a predefined size and overlap (step size in
pixels) in the horizontal and vertical direction over the LBP image. From each sub window
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12.3 TRAINING PHASE

Figure 12.3: Illustration of the CPR-based geometrical normalization of ear images. We fit
an ellipse that encloses the ear (left), and rotate the whole image such that the major axis of
the ellipse is vertical (right).

a local histogram with 59 bins is extracted.

The final descriptor is the concatenation of each local histogram. For a window size of
20x%20 pixels and an overlap of 10 pixels, this results in a feature vector of dimension 3776.

Local Phase Quantization (LPQ): The concept behind LPQ [10] is to transform the image
into the fourier domain and to only use the phase information in the subsequent steps.
Given that a blurred image can be viewed as a convolution of the image and a centrally
symmetric point spread function, the phase of a transformed image becomes invariant to
blur. For each pixel in the image, we compute the phase within a predefined local radius
and quantize the phase by observing the sign of both the real and the imaginary part of the
local phase. Similarly to uLBP, the quantized neighborhood of each pixel is reported as an
8-bit binary string.

Given an image, the LPQ value is computed for every pixel. Next, local histograms
with 256 bins are computed within a sliding window. We move this window, with a certain
overlap between two neighbouring windows, in the horizontal and vertical directions over
the image and concatenate the resulting local histograms. For a 20x20 window size and an
overlap of 10 pixels, this results in a 16,384 dimensional feature vector.

Histogram of Oriented Gradients (HOG): Computation of the HOG [57] descriptor in-
volves five steps: gradient computation, orientation binning, histogram computation, his-
togram normalization and concatenation of local histograms. The algorithm starts with
computing the local gradient by convolving a 3 x 3 region (HOG cells) with two one-
dimensional filters (—101) and (—101)7. The local orientation associated with the center of
each HOG cell is the weighted sum of all filter responses within the cell. The local orienta-
tion is quantized into a bin value in the [0, 27] interval. Subsequently, the image is divided
into blocks of equal size and a local histogram of quantized orientations is computed for
each block. This histogram is normalized with the L2-norm. Finally, all local histograms
are concatenated to form the HOG descriptor for the image. The HOG descriptor for a
block size of 8x8 pixels and 9 orientation bins has 5184 dimensions.

Subspace projection: Once the texture descriptors are computed, they are projected
onto a lower dimensional subspace using a projection matrix (one for each descriptor).
The projection matrix is computed using PCA on the training set. The optimal number of
dimensions for the target feature subspace is estimated using Maximum Likelihood Esti-
mation (MLE) [113]. Depending on the choice of training data and the texture descriptor
used, the resulting feature space has at least 18 and in some cases up to 150 dimensions.
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12.3.2 Cluster Generation

Once the feature subspace corresponding to a texture descriptor is derived, the next step
is to cluster the training data in this subspace (see step (1) in Fig. 12.2). The K-means
algorithm ! is used to accomplish this. The input to the K-means algorithm is the pro-
jected feature vectors from the training data. The output consists of K cluster centroids,

(C)...Cx).

12.4 Testing Phase

12.4.1 Gallery Classification

In step (2), we divide the test set into two distinct parts, the gallery and the probe set.
The subjects in the test set are different from the ones in the training set. The gallery set
contains exactly one image for each identity. The probe set may contain any number of
images for each identity. The images in the gallery and probe sets do not overlap. We
use the feature extraction and projection matrix that were computed in the training stage
to project the gallery images into the feature space. Let I, be a gallery image and F; be
the projected feature vector (corresponding to one of the texture descriptors). Then, the
distances between F;, and the cluster centroids is computed as d; = ||F, — C;|[,i =1... K.
These distances are sorted in ascending order and the gallery image (identity) is labelled
with the cluster indices corresponding to the A < K smallest distances.

12.4.2 Probe Identity Retrieval

In the retrieval step (3), the given probe image, I,, is projected into the feature subspace
(corresponding to a texture descriptor), resulting in a feature vector F,. The distance be-
tween F), and the K centroids is next computed, and the probe is assigned the cluster
indices corresponding to the A smallest distances. Thus the search is confined to the gallery
images (i.e., identities) in A target clusters. Note that A = 1 denotes a single-cluster search,
while A > 1 denotes a multi-cluster search. The output of the retrieval process is the list of
gallery identities, L4110y, cOrresponding to the A target clusters.

It is also possible to generate two different feature subspaces (e.g., corresponding to
two different texture descriptors) and generate clusters independently in these individual
subspaces. Let there be two sets of clusters corresponding to two subspaces S! and S? with
centroids {C}...C!} and {C?%...C2}. The classification process will now result in two sets
of cluster indices, one corresponding to S' and the other Corresponding to S2. Thus the
output of the retrieval process will be two sets of gallery identities, L} gallery and L2 gallery-
Subsequently, we can combine the two lists of identities using simple set operatlons such
as union and intersection. The final list of gallery identities to be matched will be (L} U
Yor (L} N L2 ), respectively.

gallery

qalleru gallery gallery/’

12.5 Experimental Analysis

The classification performance is defined in terms of a tradeoff between the pre-selection
error and the penetration rate as defined in [92]. The pre-selection error rate (PSE) com-
putes the probability that an image I, from the probe set is not assigned to the same cluster
as the corresponding identity I, in the gallery set 2. The penetration rate (PEN) is defined
as the average fraction of the gallery database that has to be searched based on the list of

1We also evaluated Hierarchical Clustering and Gaussian Mixture Models, but neither of them returned sat-
isfactory results. Hierarchical Clustering does not converge well and produces inconsistent solutions, whereas
GMM returns one large cluster that covers nearly all of the identities and K — 1 small clusters that contain out-
liers.

2The pre-selection error rate is (1 - hit rate)

146



12.6 EVALUATION AND RESULTS

Table 12.1: PSE//PEN (in %) for different configurations of the three texture descriptors
for a single-cluster search. The performance is reported for different values of K. The
best tradeoff between PSE and PEN for each configuration is denoted in bold. The best

performance was achieved with LPQ-3-20-15.

Number of Clusters (K)

Algorithm  K=2 K=3 K=4 K=5 K=10
LPQ-3-20-0 137 //6546 7.6 //35.37 7.06 /1 30.72 9.13//29.30  30.00 // 14.25
LPQ-3-30-10 197 //6394 471//3790  5.10//32.49 12.57 // 2594 31.50//14.031
LPQ-3-20-15 0.77//6581  475//38.65  3.11//32.08 377 //32.64 3043 //134
LPQ-3-12-7 1.07// 6552 428 //4276  5.09//32.94 6.53 //31.13  27.01//16.22
LPQ-5-20-15 0.61//5725 7.66//3534  5.9//31.70 1023 //27.85 2721 //14.31
LPQ-10-20-10 4.16 // 53.06 9.66 // 3510 1246 //28.06 1885//2047 33.02//12.07
HOG-8-9 6.46 // 49.88 16.87 //37.81 19.75//29.55 2533 //21.41 33.63//11.35
HOG-16-32  11.14//50.08  24.64 //36.05 26.61//29.09 31.58//21.44 4327 //11.96
uLBP-1-20-0 5.60 // 50.69  7.96// 35.88 912//3024 19.25//21.70 33.17//12.30
uLBP-1-20-10 5.07 // 50.09  6.64// 35.54 924//2954 16.52//21.81 31.94//12.20
uLBP-1-20-15 4.61 //50.85  5.15//36.00 513//20.83 1643 //1883 31.17//12.63
uLBP-2-20-10 5.64 // 50.04 8.61//36.18 1017 //2033 21.6//1716  33.90//11.93

retrieved gallery identities. The ultimate goal in classification is to reduce both the pene-
tration rate as well as the pre-selection error rate. In an ideal clustering and classification
scheme, the pre-selection error rate would be zero and the penetration rate would be 1/n
where n is the number of images in the gallery set.

Let K be the total number of clusters in a feature subspace. Further, let n be the number
of images in the gallery set and m the total number of images in the probe set. In our
experiments, each identity in the gallery has exactly one image. Let {,, C{C,...Ck} be
the cluster labels of I,,,, the i-th probe, and L,, be the corresponding list of gallery images
(identities) retrieved from the database. Moreover let £,, C{C}...Ck } be the cluster labels
of the corresponding gallery image I,, with the same identity as I,,. Note that |£,,| =

€. = A
PSE =1— ;i Hit(p;) (12.2)
Accordingly, the penetration rate can be written as
PEN = % é ‘LTP (12.3)

12.6 Evaluation and Results

All results in this section are based on a heterogeneous dataset that has been composed of
images from the UND-J2 (1800 images from 415 subjects) [201], AMI (700 images from 100
subjects) [70] and IITK (494 images from 125 subjects) [107] databases. The dataset used in
our classification experiments consists of 2432 images from 555 subjects: 363 subjects from
UND-J2, 67 subjects from AMI and 125 subjects from IITK. There are at least two samples
per subject. (Images of 52 subjects from UND ]2 and 33 subjects from AMI were used to
train the CPR model for ear normalization, and were not used in subsequent experiments).
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12. 2D EAR CLASSIFICATION BASED ON UNSUPERVISED CLUSTERING

Cluster 1

Cluster 2

Cluster 3

Cluster 4

Figure 12.4: Example images in each cluster for LPQ-3-20-15 with K'=4. The images show
the closest ears to each cluster centroid in ascending order (from left to right)

Training is accomplished by randomly selecting 253 subjects; all images of the 253 sub-
jects are used in the training phase. On average, the training set contains approximately
1100 images. The remaining 302 subjects are used for testing. For each test subject, 1 im-
age is added to the gallery database while the remaining images are used as probes. All
experiments were conducted with 10-fold cross-validation.

In order to generate the clusters for a specific feature subspace, the K-means algorithm
is used. The input consists of the projected feature vectors for a set of training images and
the output is a set of cluster centroids. Since the output relies on the initialization process,
the K-means technique is run 1000 times with a different set of initial centroids each time.
From these 1000 solutions, we pick the one with the smallest sum of distances between
all feature vectors and their respective cluster centroids. An analysis of the best solution
using the silhouette measure [168] indicated that small values of K result in more coherent
clusters than large values of K.

Given that we have a solution with a fixed number of centroids, we evaluated the per-
formance of the proposed classification and retrieval scheme in three different steps. In the
first, step we focus on the pre-selection error when the search process is confined to a single
cluster for each probe. In the second experiment, we allow the search to expand to multiple
clusters corresponding to the nearest centroids. Finally we evaluate the classification per-

formance when candidate lists corresponding to multiple feature subspaces are combined
3

3We found that fusing the identity lists of more than two cluster spaces does not improve the performance.
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Figure 12.5: Cluster analysis for LPQ-3-20-15 with K = 4. The left figure shows the first
three principal components (PC) of the feature space showing 4 different clusters (colors)
and their respective centroids (black) and to the right, the confusion matrix.
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Figure 12.6: Cluster analysis for HOG-8-9 with K = 4. The left figure shows the first three
principal components (PC) of the feature space showing 4 different clusters (colors) and
their respective centroids (black) and to the right, the confusion matrix.

12.6.1 Single Cluster Search

In the first experiment, we compare the classification performance due to feature subspaces
generated from uLBP, LPQ and HOG. Each texture descriptor was tested with different
parameter sets and with different window sizes. However, we found that many of the
configurations result in similar performance. In Table 12.1, we report the pre-selection error
(denoted as PSE) and the penetration rate (denoted as PEN) of specific configurations.
The configurations for LPQ and uLBP-techniques are defined as follows: <algorithm> -
<radius> - <windowSize> - <overlap>. The configuration for HOG is defined as
<algorithm> - <block size> - <number of bins>.

For all texture descriptors in Table 12.1, we see that the PSE declines monotonically
with an increasing number of clusters. As expected, the penetration rate decreases with an
increasing number of clusters. This implies that there is no optimal number of clusters that
can be automatically determined for each of the feature subspaces.

When comparing the performance of LBP, LPQ and HOG feature spaces, we observe
that LPQ with a small radius and large overlap between the local windows has the best
classification performance (also see Fig. 12.4). In our experiments, HOG yields the largest
pre-selection error rates. The performance of uLBP lies between HOG and LPQ when the
number of clusters is smaller than 6. For K > 10 the classification performance of HOG
and uLBP becomes similar. When performing single cluster search with LPQ, solutions
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Table 12.2: PSE and PEN (in %) for different configurations of the three texture descrip-
tors when multi-cluster search is used. Here K = 10. The best tradeoff between PSE and
PEN for each configuration is denoted in bold. The best results were achieved with LPQ-3-

20-15.

Number of clusters searched (\) for K = 10.

Algorithm  \=2 A=3 A=4 A=5 A=6
LPQ-3-20-0  10.58 //28.01 2.77 //40.99  1.30//53.48 027 // 6593  0.10 // 74.98
LPQ-3-20-10 8.77//2790  2.00//40.80  0.83//53.56 0.27 // 6655  0.03//7524
LPQ-3-20-15 6.20//3274  0.99//47.10 040//61.69 0.00//7358 0.00//81.68
LPQ-3-12-7  8.07 // 3141  1.70//46.08 0.60 //5999 030//7249  0.20//81.06
LPQ-5-20-15 830//2812 147 //41.65  0.53//53.17 023 //6448 0.03//75.64
LPQ-10-20-10 14.45//23.08 6.89 //3423 3.41//4567 197 //5652  0.57//67.31
HOG-8-9 1743 //22.34 883//3358 427//4431 217 //5471  1.30//65.11
uLBP-1-20-10 11.32//23.62 430//3466 240//4442  1.73//53.93 0.97 //63.21

with K'=4 appear to be a good choice, whereas for uLBP, K < 3 appears to be good. The
HOG descriptor does not seem to lend itself to clustering since the pre-selection error rate
is larger than 5% for K'=2.

The penetration rate for HOG and uLBP is roughly 1/K, whereas the penetration rate
for LPQ tends to be larger than 1/K. We can conclude from this, that the points in all ex-
amined feature subspaces are not uniformly distributed and that the number of identities
per cluster is different. This is further illustrated in Fig. 12.5, where an example solution
for LPQ-3-20-15 is shown. Fig. 12.6 shows an example solution in the HOG feature space,
where the preselection error is significantly larger than for LPQ. As shown in Fig. 12.5,
clusters 3 and 4 mainly contribute to the overall pre-selection error, because these two clus-
ters are located next to each other in Fig. 12.5. * As shown in Fig. 12.6.3 the number of
identities per cluster varies across the clusters. These variations can partly be explained
by the fact that the input images come from three different datasets that contain a differ-
ent number of subjects. C, mainly contains images from IITK, whereas C; contains many
images from AMI. Fig. 12.4 shows examples of the five closest ear images to each centroid
for LPQ-3-20-15. Images that originate from a particular database are overrepresented in
some of the clusters; however, each cluster contains images from all of the three original
databases. This implies that the classification not only reflects the identity of a person, but
also contains information about skin tone (IITK contains ear images from Asian Indians,
while AMI and UND-J2 mainly contain images from Caucasians). This is confirmed by
evaluations using only a single database, where the capture settings and the skin tone of
most subjects are the same. The performance of these individual databases is lower than
that of the combined dataset. On UND-J2, for instance, we obtain a penetration rate of
81.45% for a pre-selection error rate of 1.11%.

Cross-database evaluations show that texture descriptors contain information that cap-
tures the demographic attributes of the subjects and the acquisition settings. The clus-
ter centroids obtained from one database do not properly reflect those from the other
databases. We plan on incorporating additional features related to the shape of the ear
to mitigate this concern.

12.6.2 Multi Cluster Search

In the second experiment, we explore the impact of multi cluster search. Based on the
probe feature vector, the clusters corresponding to A nearest centroids are searched. This

“The reader has to exercise caution when interpreting these figures. These are projected features - the original
dimensionality is 73
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potentially decreases the pre-selection error, but will also increase the penetration rate. The
results for this experiment are summarized in Table 12.2. Here, the best configurations
from Table 1 corresponding to K = 10 were used. We found that, for solutions with a
larger K, the number of clusters does not influence the rate in which the penetration rate
converges. This means that a graph depicting the ratio between pre-selection error rate
and penetration rate will have the same shape, regardless of K (see Fig. 12.8). For higher
values of K, we have more possibilities to select A in a way that meets the requirements of
a particular application.

As the results show, multi cluster search quickly reduces the pre-selection error at the
cost of increased penetration rate. Due to the fact that the number of identities in each
cluster varies, the penetration rate increases much faster than 1/A with A < K. However,
searching through the closest two clusters significantly improves the performance by keep-
ing the penetration rate below 50% while reaching a pre-selection error that is as small
as 0.1% for LPQ-3-20-15. For other LPQ-based configurations with a radius of 3, the pre-
selection error falls below 1% when four clusters are included in the search process at the
cost of a higher penetration rate between 53.5 and 60%. All the other configurations result
in searching at least 75% of the gallery images in order to obtain a pre-selection error below
1%.

Upon evaluating the identification performance, we obtain a rank-1 recognition rate of
93.06% when searching through three neighboring clusters using LPQ-3-20-15. As opposed
to an exhaustive search, where we would obtain a similar performance, we only have to
compare against 47.10% of the images, on an average, in the database.

12.6.3 Feature Space Fusion

As pointed out in Section 12.4.2, the identity lists corresponding to multiple feature sub-
spaces can be combined to facilitate the retrieval process. Fusion is carried out by either
using the union or the intersection of these two lists. Additionally, the previously men-
tioned multi-cluster search can be used in each of these feature spaces. Our results are
based on different numbers of clusters searched ()\) and K = 10.

As expected, the penetration rate when using the union operator on the identity lists
is much higher than when using the intersection operator. The intersection operator re-
sults in a pre-selection error rate of 1.98% at a penetration rate of 55.53% when a single
cluster search strategy is used in each subspace. Searching through 5 clusters only slightly
improves the performance and yields a pre-selection error rate of 1.65% and a penetration
rate of 66.69%. Using the union operator results in a pre-selection error rate of 0.99% at a
penetration rate of 47.65% when searching through 3 clusters in each feature space. This
implies that the classification performance was not necessarily improved when fusing two
identity lists.

12.7 Summary and Future Work

Using a single cluster search strategy the best results were obtained using LPQ with a ra-
dius of 3 and a 20x20 window size with 15 pixels overlap (pre-selection error rate was
3.11% with a penetration rate of 31.7%). A multi cluster search strategy further reduces
the pre-selection error to 0.99% with a penetration rate of 47.1%. In summary, we have the
following observations.

e Unsupervised classification of 2D ear images using texture descriptors is possible.

e Solutions with four clusters are a good choice for single cluster search when using the
LPQ texture descriptor.

o A multi cluster search strategy further improves the classification performance.
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Figure 12.7: Number of images per cluster in the training set, gallery set and probe set for
LPQ-3-20-15 (left) and HOG-8-9 (right)
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Figure 12.8: Impact of K on the convergence rate of the pre-selection error rate and pen-
etration rate trade-off with LPQ-3-20-15. The number of clusters to be searched increases
from right to left.

e Fusion of candidate lists corresponding to two different feature subspaces using the
union or intersection operator does not improve the classification performance.

This work can be extended in many ways: (a) We will investigate if all three texture
descriptors cluster the subjects similarly. (b) In this work, only left ear images were used.
We plan to investigate if the left and right ears of subjects are clustered similarly. (c) We
will study the classification error when the quality of the input image is degraded. (d)
We plan on incorporating shape features to improve classification accuracy, especially in
homogeneous datasets.
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Chapter 13

Summary of Results

13.1 Segmentation

We have proposed three different approaches for segmenting the ear region from face pro-
file images and coarsely segmented images. In addition, we have evaluated the impact of
signal degradation and image compression on a selected of sliding window detectors using
state of the art features.

13.1.1 Segmentation from Face Profile Images using Surface Curvature and
Texture

In this work we have proposed two schemes for segmenting ears from depth maps (3D)
and 2D images (see Chapters 4 and 5). We saw that the surface structure of the outer ear
is so unique, that a small set of simple rules is already sufficient for segmenting the ear
region from the rest of the face profile image. This set of rules describes simple geometric
properties of the ear that can be extracted from a profile depth map by observing clusters of
high surface curvature. The set of rules is deigned in a way that the algorithm is invariant
to in-plane rotations and robust to pose variations and partial occlusion. We also showed
that this approach can be further refined by combining edge and surface information.

Similar approaches, where clusters of high surface curvature are analyzed in order to
locate the ear region from face profile images were proposed by Chen and Bhanu [48] and
Prakash and Gupta [157]. One should be cautious when comparing these approaches, be-
cause they were evaluated on different datasets, with a different ground truth and under
different constraints for a successful detection. Our segmentation approach has a similar
detection performance as the approach of Prakash and Gupta.

13.1.2 Segmentation from Face Profile Images using a Sliding Window
Approach

Motivated by the excellent performance in Zhou et al. [218], we made an attempt to modify
their approach in a way that the algorithm becomes invariant to in-plane rotations (see
Chapter 6). Instead of a rectangular detection window, we used a circular window and
created a fixed length histogram descriptor from the resulting polar coordinate system.
The goal of rotation invariance was, however only party achieved at high computational
costs. We recommend to stick with rectangular detection windows and apply a geometric
normalization instead.

In addition to the high computational costs, the detection performance of the circular
descriptor was not satisfactory. Smoothing effects and data loss during the projection from
the Cartesian into the polar coordinate space result in a loss of information and ultimately
in a lower detection rate. In a later analysis, we learned that the inner and outer radii of the
projected space have a tendency towards an average feature vector. In polar representation,
pixels from the inner radii are over-represented. Pixels on the outer radii are merged by
calculating the average of several neighboring pixels. Hence, we lose information during
the projection for pixels on the outer radii. As a result, the circular feature vector contains
less distinctive information than the rectangular descriptor and hence performs worse.
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Table 13.1: Summary of results on ear segmentation from our work

Name Summary Database Perf.
Surface Curvature Reconstruct ear outline mean cur- UND-J2 95.65%
(Chapter 4) vature points based on a fixed set of
rules. Invariant to rotations.
Surface and Texture Combine mean curvature with UND-J2, 99%
(Chapter 5) edges from texture and apply  UND-
extended rule set for outline NDOff
reconstruction.
Circular HCS Train SVN for ear and non-ear de- UND-J2 94.17%
(Chapter 6) cision using a histogram descriptor
and select ear region from density.
CPR (Chapter 7) Train cascaded detector for fitting UND-J2, 99.63%
an ellipse that encloses the ear re- AMI,
gion. Returns exact ear region ori- ITK
entation.

This issue could be solved by modifying the circular descriptor in a way that each row
in the projected space contains as many pixels as there were in the original image. The
resulting descriptor would still be of fixed length, but the influence of each row would
scale with the amount of contained information. A proof of concept for this idea is left for
future work.

13.1.3 Normalization of Ears in Cropped Images

In Chapter 7 we have applied an existing approach for the estimation of orientation of fish
and mice to ear detection [62]. We have trained a single-part elliptical model that detects
the ear region in face profile images (UND-]2) and refines the segmentation in pre-cropped
images (IITK and AMI). The detector returns the parameters of an ellipse and hence also
contains information about the orientation of the ear. To our best knowledge, this is the
first attempt for estimating the orientation of the outer ear.

We have shown that the segmentation accuracy of Cascaded Pose Regression (CPR) is
competitive with existing sliding window approaches. We also showed that the estimated
orientation is accurate enough to improve the recognition performance of an ear recogni-
tion system using texture descriptors. The same authors have shown in a later publication
that CPR is also suitable for the detection of prominent landmarks, such as the nose tip and
the mouth in face images [36].

13.1.4 Impact of Signal Degradation and Compression

Our research on ear segmentation is concluded with a study on the robustness of sliding
window detectors to signal degradation. We trained Adaboost ear detectors using Haar-
like features, LBP and HOG (using images that were compressed with PNG). The detectors
were then applied to copies of the database, where we added noise and blur to each image.
To our best knowledge, this is the first study on the impact of signal quality on ear detection
systems. Our conclusion is that LBP is the best choice if the quality of the probe image is
degraded by noise and blur.

The same experiment (same partitioning, same detectors, same error metrics) was re-
peated on a copy of the database where the ear images were with JPEG and JPEG 2000.
The latter series of experiments was, however, not part of the original publication in Chap-
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Figure 13.1: Close-up of the ear in an uncompressed image (left) and the compressed ver-
sions of the same images for JPEG (Middle) and J2K (right) with 0.2 bpp.

XOR detection rate

--- J2K with Haar - J2K with LBP — J2K with HOG
- - - JPEG with Haar ----- JPEG with LBP — JPEG with HOG

Figure 13.2: XOR-detection errors for JPEG and J2K under different compression rates,
measured in bits per pixel (bpp).

ter 10. The results in Figure 13.2 and the example images in Figure 13.1 are taken from the
bachelor thesis of Johannes Wagner [185].

For compressed images, we obtain a higher average error rate than for the images where
only blur and noise was added. Unlike in the experiments with noise and blur, the detec-
tion performance of the scenario with half of the resolution is sometimes slightly better
compared to the experiment where the full resolution of the images is used. Again, LBP
proves to be a good choice for a satisfactory detection rate, even under strong compres-
sion. To our surprise, the average detection rates for all feature vector using JPEG images
are higher than the detection rates of J2K. We assume that this is due to the fact that JPEG
preserves edges at low compression rates, whereas J2K introduces blur. However, further
and more in-depth analysis is needed to confirm this observation.

13.2 Feature Extraction

13.2.1 Texture and Surface Descriptors for Ear Recognition

During the work on this thesis and on GES-3D, we have evaluated different approaches for
landmark detection in ear images, including force field descriptors, steerable filters and Ac-
tive Shape Models (ASM). None of these methods was able to give us stable and repeatable
landmarks, even though some authors reported good performance rates on their datasets.
Our approaches with steerable filters (see Section 13.4.3) and force fields were vulnerable
to occlusion and pose variations. Active Shape Models and Active Appearance Models
require a sufficiently large amount of training data, which we do not have at hand. Even
after carefully initializing the ASM in a normalized ear image, the results were unstable
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EER

--- J2Kwith LPQ ------ J2K with LBP —— J2K with HOG
--- JPEG with LPQ ------ JPEG with LBP — JPEG with HOG

Figure 13.3: EER for JPEG and ]J2K under different compression rates.

and the extracted edges have a strong tendency to rather resemble the average ear than the
ear in the current image.

We tried to use the surface clusters from the 3D ear detection step for extraction promi-
nent points, such as the tragus and the helix. This approach partly worked, but the number
of available landmarks is too small and their position is not stable enough, especially under
pose variations (also see Section 13.4.2)).

After a number of unsuccessful attempts, we decided to omit the landmark detection
step and to use texture and surface features instead. In Chapter 8, we provide a compara-
tive study on the performance of fixed length texture descriptors on different datasets and
propose a combined texture descriptor that uses 2D and depth information. Our descrip-
tor, however, was not able to outperform the 2D reference configurations. On average, the
LPQ and the BSIF descriptor showed the best performance on all of the three datasets. Our
work confirms that the parameters of a method can be engineered towards a certain dataset
in order to obtain perfect results on that particular database.

The same configuration on another dataset, however, may yield different results. From
this series of experiments, we learned to interpret raw performance numbers with caution,
especially if they were generated with the same dataset. Gradual differences between single
EER or IR are a very limited indication for one or the other approach.

13.2.2 Impact of Signal Degradation and Compression

We conclude our research on ear recognition by a study on the robustness to blur, noise in
Chapter 11. The scenario and the parameters of this study are the same as for the study on
ear detection from the previous chapter. In conformance with our results from Chapter 10,
the most reliable feature extraction approach under signal degradation through noise and
blur is LBP.

A second series of experiments was conducted on compressed images. The settings for
this experiment are the same as described before in Section 13.1.4. An excerpt from the
results is shown in Figure 13.3. Please refer to [185] for the further results. Similarly to the
results from ear detection, the performance for all texture descriptors drops for compres-
sion rates that are smaller than 0.4 bits per pixel. These results indicate that ear images
can be compressed to about a quarter of their original size with a minimal loss of recogni-
tion performance. Hence, ear recognition systems can work with highly compressed data
(under the absence of illumination, scale and pose variations).
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13.3 FAST COMPARISON TECHNIQUES

13.3 Fast Comparison Techniques

As the literature survey from Chapter 3 already indicated, many known approaches from
computer vision in general and approaches that work for other characteristics have been
applied to ear recognition. The next step towards a competitive recognition system ware
search and indexing techniques. We have presented into two different approaches for accel-
erating the search and minimizing errors in ear databases. Another approach for indexing
of 3D ears using KD-trees was proposed by Maity and Abdel-Mottaleb in December 2014
[120].

13.3.1 Two-stage search with Binary Representation

During the statistical evaluations on the behavior of texture descriptors, we observed that
many descriptors with a good performance are sparsely populated. Based on this observa-
tion, we converted different LPQ and BSIF texture descriptors into a binary representation
and uses the binary feature vectors for creating a short list prior to comparing the original,
real-valued histograms. We were able to perform this two-stage search in 30% of the time
compared to the time would be required when we would perform an exhaustive search
with real-valued feature vectors (see Chapter 9).

These experiments confirm, that the bin value of a histogram is only of secondary im-
portance. According to our experiments, this observation is not restricted to ear images.
Our binarization method can be applied to all characteristics, where fixed length histogram
descriptors are suitable feature representations. The distribution of non-zero bins in the his-
togram allows us to narrow the search space to only 10% of the dataset. Additionally, the
two-stage search minimizes the chance for a false positive identification, at the cost of a
possible pre-selection error(i.e. if the subject we are searching for is not in the short list).

The concept of two-stage search has been proposed and successfully applied to other
biometric characteristics before in [126] and a similar approach was recently proposed by
Billeb et al. [30] for speaker recognition. The recognition performance that can be achieved
with our approach is comparable to the results from Maity and Abdel-Mottaleb [120].

13.3.2 Unsupervised Classification

An alternative to an exhaustive search is unsupervised clustering. We know that the dis-
tribution of shape classes as defined by lannarelli [81] is dominated by the oval ear shape,
which makes shape-based classification unsuitable for labelling ear images in order to re-
duce the number of comparisons. We also know that the assignment to one to these shape
classes may be arbitrary, because there are no fixed criteria for any of Iannarelli’s shape
classes. Our goal was to define classes directly from the feature space.

We applied different analysis techniques and clustering methods and finally came to the
conclusion that K-means provides us with a stable and reliable classes in the feature space.
Although there are no naturally separated convex or concave clouds in the feature space,
we found that there are feature spaces where subjects are projected into stable positions.
We also found that these feature spaces are not necessarily well-suited for recognition. We
recommend to create a large number (K=10) of clusters and to extend the search to multiple
adjacent clusters. With this approach, we were able to reduce the search space to less than
50% of the dataset with a 99% chance that the correct identity is included in the preselected
data.

Unsupervised classification also reveals additional information about the ethnicity and
the gender of the subject, which may be useful for forensics. Compared to the previously
introduced two-stage binary search, classification is the better solution when the database
exceeds a certain size and if many search operations have to be handled. Our classification
approach reduces the number of comparisons and may save some bandwidth. However,
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Figure 13.4: Left: Example for the positioning of a cylinder in 3D space. The central axis of
the cylinder is drawn in red. Right: The projected depth and texture image on the cylinder
surface.

for identity retrieval systems where all binary feature vectors fit into the RAM, the two-
stage search should be the preferred solution.

13.4 Further Results

During the project work, several other approaches that have not been mentioned yet were
proposed. These approaches were intended to be part of the processing pipeline for the
multi-model recognition system in GES-3D, but were not further pursued. In this section
we briefly discuss these approaches and reasons for not further pursuing them.

13.4.1 Cylinder Projection

As pointed out in the introduction, the GES-3D system is intended to be robust to pose
variations through using 3D models as references. The probe images, however are 2D
images from video streams. The idea was to create a representation of the 3D model, that
would fit to any view in the probe video and that would enable the usage of fast image
processing algorithms. The solution is inspired by the work of Spreeuwers [178], who
proposed to project the surface of the 3D model onto a cylinder surface.

A series projected 3D surfaces (a 2.5D image) on a cylinder surface contains all possible
views of the camera to the subject, such that we would have the correct part of the face for
any azimuth angle between the probe image and the subject. Figure 13.4 shows an example
of a cylinder enclosing the 3D data and the projected texture and surface with an azimuth
angle equal to zero. We also developed several concepts of how to use this representation
for creating a descriptor for the face and both ears in the projected texture image.

During our analysis, we observed several drawbacks of this method in the forensic
context, which finally brought us to the decision to not including it into the GES-3D System.

e Distortion: Depending on how the cylinder surface is initialized, the projected im-
age is slightly distorted (see Figure 13.4). These distortions alter the appearance of
the reference model, which is undesirable when the system is used in the context of
forensics.

160



13.4 FURTHER RESULTS

e Positioning of the central axis: The correct positioning of the central axis of the cylin-
der is an important step for computing the projected surface. In our implementations,
we encountered problems with finding the same central axis for different 3D models
of the same subject. The repeatability of the positioning is considered to be important,
because the distortions of the surface depend on the central axis of the cylinder.

e Pose estimation in probe video: The projected reference images need to be matched
with the right angle of the probe video stream. The estimation of this pose, however,
turned out to be a challenging problem. Without a good pose estimation, we are
unable to map the correct part of the projected texture to the probe image.

13.4.2 Features from Ear outlines

Based on the encouraging results in Chapter 4 and 5, we evaluated different possibilities of
using the ear outlines from the detection algorithms for describing the proportions of the
outer ear. The goal was to have a method that does not only segment the ear from depth
images, but also delivers the basis for the subsequent feature extraction step. Figure 13.5
gives an overview of the features we considered. The approach was to extract a descriptor
for the edges from the reference image and to find the best matches for these edges in the
probe image. We also experimented with global shape descriptors, such as Shape Context
[24] and Chain Codes [65].

As a part of this research, we made an attempt to locate the tragus region, the uppermost
part of the outer helix and the lobule using the ear outlines returned by the segmentation.
We were able to locate the uppermost part of the outer helix in many cases, however local-
ization of the lobule and the tragus turned out to be a challenging task when the pose of the
input images varies. The accuracy of the localization of these landmarks was also limited
by occlusions. Even an accurate localization of these three landmark would most likely be
insufficient for distinguishing between subjects in large datasets.

In addition to this, the edges from the segmentation have a large intra-class variation.
This has several reasons. Firstly, the selection of edges for an ear candidate depends on the
order in which these edges are selected. As such, two ear candidates from the same subject
may be composed of different shapes. They often look similar, but not alike. Secondly, the
shape candidates (edges) from the 2D image vary with illumination and occlusion. We are
unable to distinguish between spurious edges and edges that actually represent a part of
the ear. For the segmentation, this is not an issue, because we usually find enough edges
for creating reliable ear candidates.

We finally decided to stop the work in this approach. Our conclusion is, that more
sophisticated approaches are needed for reliably extracting the ear outline, especially if no
depth information is available.

13.4.3 Fourier-CHOG Features

The Fourier-CHOG detector by Skibbe and Reisert [177] was originally intended for detect-
ing self-similar objects, such as pollen in microscope images. Fourier-CHOG is a steerable
filer that is trained with a set of annotated images. During the training phase, the filter de-
rives a number of coefficients from the training images, such that the filter responds with a
maximal value for a specific type of objects. The filter is capable of detecting objects, with
smoothly bent edges. This constraint can also be applied to several parts of the outer ear,
such as the helix, lobule or the tragus. The goal was to use Fourier-CHOG for locating the
ear regions and then use the relative positions and the shape of the extracted regions as a
feature.

We trained five different Fourier-CHOG filters and used them for the detection of five
different regions in an ear image (see Figure 13.6). The accuracy of the filter depended
on the image region. Whereas the upper and lower helix, could be detected reliably, the
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Figure 13.5: Possible candidates for edge features from the segmentation method in Chap.
5. The light blue dots denote local maxima of the surface curvature, the blue bold lines are
edges from the 2D image and the green lines are edges that were generated from the 3D
surface curvature. The dotted yellow line represents the ear candidate, which is generated
by the segmentation method.

Figure 13.6: The CHOG detector can be trained to locate different regions in ear images.
The example shows the detected image regions for the upper helix (purple), lower helix
(Green), lobule region (blue), tragus (cyan) and antitragus (white).

accuracy for tragus, antitragus and the lobule was low. Another limitation of this approach
was, that we were unable to define a threshold for a minimal filter response that would be
appropriate for all subjects. In some cases, the filter response for the ear region was even
lower than for other objects, such as earrings.

Even in cases where the detection was successful, the shape of the ear region is not a
suitable feature. The intra-class variations between the shape of the regions and the number
of wrongly detected regions are too large. We therefore decided to discard this approach.
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Chapter 14

Future Work

14.1 Unsolved Challenges and Missing Data

The evaluation results from the GES-3D project indicate that ear recognition is far from be-
ing a solved problem, when applied under realistic conditions. The performance rates fr
academic datasets that are reported in the literature tend to be overly good. The main rea-
son for this is, that the images within a certain dataset are usually collected under the same
conditions an with the same capture device. The demographics of the data subjects are also
strongly biased, because they are recruited from the university. As such, the datasets are
dominated by young people. Compared to face recognition, these capture scenarios for ear
recognition datasets are rather easy, which explains the gap between the performance in
literature and the conformance of the GES-3D system.

The exact performance rates of the experiments on any academic dataset are only of
secondary importance, as they only serve as a proof on concept. Progress in research on ear
recognition systems vitally depends on the availability new and more challenging public
databases.

For keeping research in the field active, new databases for benchmarking ear recogni-
tion systems should be collected and released. For instance, such a dataset could contain
higher demographic variations, left and right ears from the same subject, full 3D models
of the ear (meshes), or images that were acquired over a longer period of time. We are
aware that, besides privacy and data protection issues, the collection of biometric datasets
requires long-running projects with sufficient personnel to execute the data collection and
prepare the data for publication. New datasets would not only accelerate pace of work
in ear biometrics, but would also offer the opportunity take the existing systems to a new
level.

Apart from the need for more challenging datasets, some interesting and yet unsolved
aspects of ear biometrics are:

e Reliable detection of landmarks in ear images under pose variation and occlusion.
Especially the detection and masking of occluded areas would be an important con-
tribution for ear recognition in surveillance scenarios.

e Further techniques for accelerating search operations in large databases for 2D and
3D ears. In particular for forensic image analysis, it would be helpful to use shape or
surface information for ear classification.

e Evaluate the suitability of binary ear descriptors for template protection. Binary fea-
ture vectors allow us to perform fast searches and can be used with existing template
protection techniques.

e Obtain a better understanding of the differences between the left and the right ear
of the same subject. These differences could be used for creating feature vectors that
encode only the differences between the left and the right ear, which would be harder
to forge.

e A database that allows us to investigate ageing effects in ear biometrics and/or the
impact of pose variation on the appearance of the outer ear.
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14.2 Alternative sources for 3D images

The Kinect camera system has drawn some attention from the computer vision community.
Driven by the new imaging possibilities the community developed systems for face recog-
nition using the 2D and the 3D video stream of the camera. In the context of this work, we
also evaluated the Kinect for ear recognition, but found the depth resolution of the camera
to be insufficient for capturing enough details of the ear structure.

With the release of the Kinect 2 !, another low-cost device that delivers a 2D and a
3D video stream has become available. In combination with 3D reconstruction software,
such as reconstructMe ?, research groups have new opportunities for collecting data and for
providing new challenges for the community. Future work will show, if the increased depth
resolution of the Kinect 2 will be sufficient to serve as the input for a 3D ear recognition
system. If his is the case, low-cost devices, such as the Kinect, could be interesting for
manufacturers of ATMs, in order to obtain tamper-proof surveillance images.

Another interesting 3D imaging technique are light field cameras. Lytro has introduced
a consumer model that offers the opportunity to change the focus to any arbitrary position
of the image after the image has been captured. Raytrix, who is another vendor for light
field cameras 3, offers a number of camera devices and software packages for calculating
3D representations from a single light field camera picture using the different foci in the
image. However, we found that one of the more expensive Raytrix models is needed in
order to get a reliable depth image.

Structure from motion is a noteworthy approach for computing 3D representations of
an object based on a video that is showing the subject from different perspectives. Structure
from motion is computationally expensive and needs dense textural details in order to pro-
vide good reconstructions of an object’s surface structure. We have conducted a number
experiments with structure from motion using mobiles phones and found that skin texture
does not provide enough details for getting a sufficiently smooth and detailed representa-
tion of the object’s surface. A description of the experimental setup and more details on the
result are provided in Appendix D.

14.3 Beyond Forensics: New Applications for Ear Recognition

The next step towards a fully functional ear recognition system is to explore the limitations
of ear recognition approaches in the literature in different scenarios. This thesis makes a
start, by comparing the performance rate that could be achieved using an academic dataset
and another dataset that is far more challenging. Academic datasets are mostly collected
from college students in a very controlled scenario. At least one more challenging dataset
is available (WPUTEDB), but it is rarely used because the authors want to keep up with
their competitors.

Apart from forensic identification a possible use case for ear biometrics could be authen-
tication for mobile phones. We can think of two different scenarios here. A first possibility
is to automatically unlock the phone when answering a phone call. When the user moves
the phone towards her ear, the frontal camera would take a picture and answer the call au-
tomatically, when the owner is verified. A second possible scenario is, to use ear prints in
order to keep a minimum level of trust during the phone call. The contact-sensitive display
would return a pattern of contact points that is dependent on the structure of the owner’s
ear. This pattern could be used for authenticating a subject while making a phone call. The
cellphone could periodically evaluate the ear prints during the phone call and keep the
phone unlocked as long as the owner using it.

lseehttp://www.microsoftstore.com/store/msusa/en_US/pdp/Kinect-for-Windows-v2-Sensor/
productID.298810500

2see http://reconstructme.net/

3see http://www.raytrix.de/index.php/Cameras.html
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14.4 CONCLUSION

Given that there would be a standard for the storage of ear template for passport doc-
uments, ear recognition systems could be used as an amendment to face recognition in
automatic border control. Even though the ear might be occluded in different cultures, it
could be used as an additional characteristic in all cases where it is visible. Current au-
tomatic border control systems (self-service gates) would, in principle, allow to capture
profile images at during the passport verification process.

14.4 Conclusion

Ear recognition is an promising biometric characteristic with forensics as its main applica-
tion. Our work shows that we can achieve a high recognition performance under labora-
tory conditions. Ear recognition systems can easily be integrated with existing face recog-
nition systems for applications, where users are not actively interacting with the identifi-
cation system. The uniqueness of the outer ear, as well as the differences between the left
and the right ears, are valuable information that should be used in order to improve the
performance in scenarios, where identification systems have to process half profile of full
profile images.

In this work we provided an elaborate overview of existing work in ear recognition and
addressed several open challenges in the field. We investigate the value of depth infor-
mation for ear recognition during segmentation and recognition and propose two different
algorithms for combining depth and texture to a composite descriptor for ear segmentation
and recognition. We have also shown that normalization of ear images without the use of
any further contextual or semantic information form is possible.

Further, we provide results on the robustness of different segmentation and texture-
based recognition techniques to signal degradation. The possibility of fast identity retrieval
in large datasets, is crucial for any biometric characteristic and has not been addressed for
ear recognition yet. We investigate the possibilities of classification binning) and sequen-
tial search for ear recognition systems using texture features. Our results show that unsu-
pervised classification of the ear is possible. In order to perform a sequential search, we
can derive binary representations of texture descriptors and use them for a re-screening
on larger databases. We show that the true-positive identification rate of a system using
pre-screening is superior to the baseline system using exhaustive search.

The main application of ear recognition systems will remain to be forensics in the up-
coming years. Similarly to other biometric characteristics, more applications are likely to
emerge after automated ear recognition has become more established in forensics.
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Appendix A

Al

Ear Occlusion Study

Introduction

Between September 2012 and July 2013, we conducted a study on the visibility of the outer
ear at Darmstadt central station. Our goal was to get an estimation of the average chance
to obtain a clear view of the outer ear in a surveillance scenario.

During the time of the study, we counted the number persons with occluded ears, who
were walking into the main building through the front door. Additionally to the count-
ing, whether the ear is visible or occluded, we also made notes about the gender and the
weather conditions outside. In total, we observed 5431 people.

We also differentiated between men and women and the type of the occlusion. For the
occlusion type, we were using six categories, which are as follows:

Hair partly: At most one third of the outer ear is occluded with hair
Hair full: The ear is fully occluded with hair

Headdress/Hat: The ear is occluded with a headdress or the person is wearing a hat
with a brim.

Large earrings: The person is wearing large earrings that either fully occlude the
lobule or other parts of the ear.

Attached earrings: The person is wearing earrings with an oval shape that are at-
tached to the lobule (these earrings can cause errors in the segmentation process)

Earphones: The person is wearing earphones that either occlude the concha (in-ear
headphones) or full occlude the ear.
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A.2 Occlusion per Gender
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Figure A.1: Occlusion of outer ear for all subjects in the study
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Figure A.2: Occlusion of outer ear for all women (left) and men (right) in the study and for
all types of occlusions.

170



A.3 OcCcCLUSION TYPES PER GENDER

A.3 Occlusion Types per Gender
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Figure A.3: Occlusion types for women (upper pie chart) and men (lower pie chart).
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A.4 Impact of Environmental Conditions
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Figure A.4: Impact of weather conditions on occlusion of the outer ear. (gray = visible,
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Figure A.5: Probability of observing an occluded ear per month for women. (gray = visible,

black = occluded)
100 |-
80 |
60 |-
40
20 |-
0
< ‘% x

Probaility

@s Qﬁ NS @ & & &

& @ @ NS Q}i‘o 5}60 éo éo
/\@ e ?v x& 46 c@

< %Q«Q N <

Figure A.6: Probability of observing an occluded ear per month for men.(gray = visible,
black = occluded)
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A.5 Conclusion

This study gives us a small indication of the average chance to obtain ear images in public
venues. We are aware that our results are bias by several factors, such as the venue and the
time of the day. We observe that the average probability of observing a visible ear is much
larger for men than for women. The visibility slightly changes due to weather conditions.

It is important to remember that the total number of observations is relatively small and
that more data is required to get a better impression about the visibility of the outer ear in
public. We also restricted ourselves to one single venue, a train station, which certainly has
an impact on our results. It is likely that the number of subjects wearing headphones could
be smaller in a venue where people have to interact with each other. The number of people
wearing hats and scarves is likely to be smaller inside a building (e.g. a shopping mall).

We finally note that all of our observations were made during work hours between 9:00
AM and 3:00PM. This implies hat we have observed many people who were heading to or
coming back from their work place, university or school. It is likely that this also has an
influence on the way how many subjects are dressed. Finally, the total number of people to
be observed within a certain time frame was smaller in August (Summer break) than in all
other months. It would be interesting to compare our observations with additional surveys
that were conducted in the late evening.
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Appendix B

Standardization and Common Terms in
Biometrics

B.1 Generic Biometric System

The general components and work flow in a biometric system is described in the ISO/IEC
2382-37:2012 standard document [89]. In this thesis, we particularly focus on the signal
processing subsystem, the matching subsystem and the decision subsystem.

We evaluate ear recognition systems in two different modes, which are the verification
and the identification mode. Verification refers to an operational mode, where the pre-
sented images (also referred to as the probe image) is associated with an identity claim.
The system verifies or falsifies this claim, meaning that it will make binary decision about
whether or not, the claim is true. In identification mode, we only have a probe image with-
out an identity claim. The system will return the most likely candidate identity that belongs
to this images, based on the images in the database.

Figure B.1: A generic biometric system as defined in the ISO/IEC SC37 SD11 standard
document [89]
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B.2 Harmonized Vocabulary

The ISO-IEC standard [91] defines a number of terms that are well-established within the
biometrics research community. Based on the components of a biometric system, as de-
scribed in the previous section, we use the following terms within this thesis.

B.2.1 General Terms

When describing a biometric systems, we make use a number of standardized terms. These
terms are defined in the ISO/IEC JTC SC37 SD11 [91] standard. The following list is an
except from the standard. For a complete overview of the biometrics vocabulary, the reader
is referred to the original standard document.

Probe: A biometric sample or biometric feature set input to an algorithm for use as the
subject of biometric comparison to a biometric reference(s).

Reference: one or more stored biometric samples, biometric templates or biometric
models attributed to a biometric data subject and used as the object for biometric compari-
son.

Features: Numbers or labels extracted from biometric samples and used for compari-
son.

Template: A set of stored biometric features comparable directly to probe biometric
features.

Enrolment: The act of creating and storing a biometric enrolment data record in accor-
dance with an enrolment policy.

Comparison: The estimation, calculation or measurement of similarity or dissimilarity
between biometric probe (s) and biometric reference(s)

B.2.2 System Performance and Failures

When describing the performance of a biometric system, the standard proposes the follow-
ing performance indicators. All of these definitions are taken from [91].

Failute to Enrol (FTE): Proportion of the population for whom the system fails to com-
plete the enrolment process. This failure can occur anywhere during the capture process,
segmentation process or the feature extraction process.

False Match Rate (FMR): Proportion of zero-effort impostor attempt samples falsely
declared to match the compared non-self template. Note that this performance indicator
only measure the algorithm performance and not the system performance.

False Non-Match Rate (FNMR): Proportion of genuine attempt samples falsely de-
clared not to match the template of the same characteristic from the same user supplying
the sample. Note that this performance indicator only measure the algorithm performance
and not the system performance.

False Accept Rate (FAR): Proportion of verification transactions with wrongful claims
of identity that are incorrectly confirmed. This performance indicator refers to the complete
system, which means that it also incorporates the FTE.

False Reject Rate (FRR): Proportion of verification transactions with truthful claims
of identity that are incorrectly denied. This performance indicator refers to the complete
system, which means that it also incorporates the FTE.

Equal Error Rate (EER): An operational point where the FAR and FRR are equal. Often
used for reporting the performance in verification mode.

Rank-n identification rate (R1 or IR): identification rate proportion of identification
transactions by users enrolled in the system in which the user’s correct identifier is among
those returned for reporting the performance in verification mode. n denotes the maximum
rank of the true positive in a sorted list of candidates.
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Preselection Error (PSE): Error that occurs when the corresponding enrolment template
is not in the pre-selected subset of candidates when a sample from the same biometric
characteristic on the same user is given.

Penetration Rate (PEN): Measure of the average number of pre-selected templates as a
fraction of the total number of templates.
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Appendix C

An Update on Related Work in Ear
Recognition Since 2012

This section is intended to provide an overview of selected contributions from other re-
searchers to the field of ear recognition in from mid-2012 until the end of 2014. It puts
recent work into the context of the state of the art, that is presented in the survey paper
in Chapter 3. We follow the breakdown of work in the original survey paper and present
approaches for segmentation, 2D ear recognition and 3D ear recognition separately.

C.0.3 Segmentation

Because many publicly available ear datasets contain cropped and party also normalized
ear images, segmentation has moved out of the focus in many works. The only public
database, that allows for segmentation experiments is the UND-J2 collection [202]. Lei at
al. [112] showed that the Tree Structured Model approach by [222] can also be applied to
ear detection. Additionally, the approach detects reliable landmarks with an average error
between 4.5 pixels for UND-F and 5.5.pixels for UND-J2. Numerous segmentation methods
have been proposed in the last decade that achieved a detection performance close to 100%,
which brings us to the conclusion that the segmentation task on UND-J2 can be regarded
as a solved problem.

We observe that the community started to apply existing segmentation techniques, such
as in the work of Zhang et al. [216]. They detect the nose tip and then scan the silhouette
for the ear pit region, which is the region with the farthest distance from the camera within
the region of interest. As far as this can be judged from the paper, this approach is mostly
the same as proposed earlier by Yan and Bowyer [202].

Jamil et al. [95] propose an ear recognition system that uses Biased normalized cut
(BNC) for segmenting the ear region from a pre-cropped ROI (illustrated in Figure C.1).
BNC is a graph-based technique where adjacent ear regions with similar illumination con-
ditions are merged until a stopping condition is reached. The highest reported detection
rate is 95%.

C.0.4 2D Ear recognition

As we already saw in Chapter 3, there is a number of public datasets available for testing
ear recognition algorithms. The most popular dataset, however is still the UND-J2 dataset
[201], followed by the IITK database [107].

Zhang et al. have conducted extensive research on Gabor Filters and their application
to ear biometrics. Starting with [212], they have introduced an approach that utilizes multi-
scale Gabor filter for ear images under different yaw poses. The compare randomly selected
poses from the same person between 0 degrees and 60 degrees. The reported rank-1 recog-
nition rate is larger than 95%. In a later publication Zhang et al. [213] extract fixed-length
features using Gabor filters and reduce the dimensionality with non-negative sparse repre-
sentation. Similar to this approach, Yuan and Mu [208] also use a bench of Gabor filters as
local descriptors, but use KFDA for dimensionality reduction instead. Both approaches use
the Euclidean distance between two feature vector representations in the feature subspace

179



C. AN UPDATE ON RELATED WORK IN EAR RECOGNITION SINCE 2012

Figure C.1: Illustration of how biased normalized cuts [95]. BNC divides the image into
adjacent homogeneous regions. We see that the ear is a clearly distinguishable region.

for comparison. Jamil et al. [95] feature extraction from the segmented ear region is also
done with Log-Gabor filters. The output of the filter is quantized in order to obtain a bi-
nary representation. These so-called ear codes are compared using the hamming distance.
The proposed system is tested with a custom database that contains 200 images from 50
subjects.

Landmark-based features have also been further pursued, as for example in [159]. Prakash
and Gupta enhance the contrast of pre-cropped ear images and extract SURF features from
multiple enrolment samples. A feature-level fusion creates a joint feature vector from these
samples that contains all pairwise different feature points from the enrolment. A nearest
neighbor classifier finally computes the Euclidean distances between matching key points.

Xu an Zheng [199] propose a landmark extraction method that is similar to the ap-
proaches of Choras [52]. They extract edges using the canny edge detector and then fit an
axis through the ear that connects the lobule and the upper helix. Based on this, they com-
pute aspect ratios that describe the shape of the ear and compare them by using a weighted
Euclidean distance.

C.0.5 3D Ear recognition

Progress in 3D ear recognition is still driven by algorithms that have been developed around
the UND-J2 dataset [201]. This dataset remains to the only public dataset that contains 2D
and 3D ear images and consists of full profile images where only the head of a person is
shown. Because of the lack of alternative data, most of the 3D ear recognition approaches
in the literature are actually designed for depth images.

Zhang et al. [216] use the depth information directly after normalizing the input images
and reduce the dimensionality with sparse representation. Wang and Mu [187] propose an
ear recognition approach that uses automatically detected key points. The key points are
detected by observing the variation of depth data within local image patches. Afterwards,
the key point descriptors are used for initializing ICP for registration and comparison of a
pair of 3D ear images. Another approach for extracting surface patches from depth images
is described in [111]. Let et al. use the curvedness information and the shape index of
local image patches for automatically detecting points on interest on the ear surface. The
features consists of spatial information and a weighting factor. In the experiments, the
proposed interest points descriptors outperforms similar approaches, such as spin images
and a previous approach by the same working group, called SPHIS [221]. The reported
performance is 93% rank-1 performance for spin images versus 97.4% rank-1 performance
for the proposed method. A similar approach was already proposed earlier by Zhou and
Cadavid [219]. After key point detection, Wang and Mu align two ear images using only
the detected key points and ICP. The alignment error of ICP is finally used as the similarity
score.

Although the usage of depth images enables the creation of computationally fast sys-
tem, any information of the the different views of the ear in different poses is lost. Dimov
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Figure C.2: Concept of ear pariodic feature extraction[117]. From the perspective show in
the figure, we can determine the face and the ear plane and extract the angle between them.

et al. [61] propose to render a cleanly segmented 3D ear in different poses and then extract
a set of appearance features form the rendered images. The performance rates are not very
impressive and we think that the authors encounter similar problems than we did during
our experiment in GES-3D (see Section 2.6). The idea to create a set of rendered images
seem straight forward and promising, but also adds the requirement for an accurate pose
estimation.

Cantoni et al. [43] propose the usage of extended Gaussian Images (EGI) for repre-
senting the structure of a 3D ear mesh without the need to create rendered images. The
authors collected a set of ear models of 11 different subjects ans extracted a fixed length
EGI histogram descriptor and provide a proof of concept implementation of their idea and
also show the descriptor’s robustness to uniform noise. Because the descriptor is a holistic
representation of the full 3D object, it is invariant to any pose variations by design. On the
other hand, the descriptor requires that bot, probe and reference data are 3D meshes, which
is a requirement that is hardly fulfilled by any system n use today.

An interesting approach for indexing in large ear databases is described in [117] by Liu
et al. who investigate the uniqueness of the angle between the ear and the face plane. A
special experimental setup is designed, where 3D ear images of 250 subjects are collected
from a special perspective that reveals the angle between the face and the ear (see Figure
C.2). Liu et al. provide statistical evaluations of the uniqueness features and show that
their features can reduce the search space in large datasets to 10% of the original database.
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Appendix D

3D Face Reconstruction and Multimodal
Person Identification from Video Captured
Using Smartphone Camera

Abstract

In this paper, we propose a novel approach for reconstructing 3D face in real-life
scenarios. Our main objective is to address the most challenging issue that involves
reconstructing depth information from a video that is recorded from frontal camera of
the smartphone. Such videos recorded using smartphones impose lot of challenges, such
as motion blur, non-frontal perspectives and low resolution. This limits the applicability
of state-of-the-art algorithms, which are mostly based on landmark detection.

This situation is addressed with the Scale-Invariant Feature Transformation (SIFT)
followed by feature matching to generate consistent tracks. These tracks are further
processed to generate a 3D point cloud using Point/Cluster based Multi-view stereo
(PMVS/ CMVS). The usage of PMVS/CMVS will however fail to generate a dense 3D
cloud points on the weak surfaces of face, such as cheeks, nose and forehead. This is-
sue is addressed by multi-view reconstruction of these weakly supported surfaces using
Visual-Hull. The effectiveness of our method is evaluated on a newly collected dataset,
which simulates a realistic identification scenario using a smartphone.

D.1 Introduction

Face recognition has received substantial attention from both academia and industry for
more than three decades. During the last decade, significant improvements in terms of ac-
curacy were achieved with 2D face images that are captured in controlled scenarios [195].
In practice, however, face recognition still faces a number of challenges, such as pose vari-
ation, non-uniform illumination, expressions and occlusions. Recent improvements in the
field of face recognition have made an attempt to address some of the above mentioned
issues [2, 171].

Especially in surveillance applications, the usage of 3D models for compensating pose
variations and non-uniform illumination has gained significant attention. In particular, a
number of approaches has been introduced, that reconstruct 3D information from videos.
Moreover, 3D face recognition is of paramount interest because of its various applications
in the field of computer vision including face recognition, facial expression analysis, avatar,
model based image coding and border control applications [2, 37].

However, the success of 3D face reconstruction depends on accurately inferring the
depth information from a set of images in order to build a 3D face model. There are
wide variety of approaches to build a 3D face model based on 2D images, namely: Ac-
tive Appearance Model (AAM) [122, 22, 54], Parametrized Appearance Model (PAM) [31]
and combined 2D and 3D active appearance model [197].

Even though these approaches appear to be promising, they exhibit drawbacks such
as (1) the need for accurate landmark selection, (2) requirement of extensive training, or
(3) the need for multiple and properly calibrated cameras. Recent improvements involve
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D. 3D FACE RECONSTRUCTION AND MULTIMODAL PERSON IDENTIFICATION FROM
VIDEO CAPTURED USING SMARTPHONE CAMERA

creating an accurate 3D face reconstruction from video using either a single image [99, 142]
or a single camera [75].

Among these two approaches, single camera based 3D face reconstruction is more ap-
pealing, especially for biometrics. The reason for this are (1) it allows a basic form of live-
ness detection, that makes the system robust against photo attacks. (2) it overcomes the
additional computational burden in selecting the best frame from a video to carry out 3D
face reconstruction from single image. (3) It also makes additional depth information that
is hidden in the spatio-temporal dependence between single video frames explicit, such
that it can be processed by the biometric system with the goal of becoming more accurate.
(4) With the fact that the video also contains profile views of the person, we can implement
a multimodal approach that involves the outer ear as an additional biometric characteristic.

Motivated by these advantages, we consider the problem of 3D face reconstruction us-
ing a frontal smartphone camera. More precisely, we use the spatio-temporal dependency
of video frames that show a face from multiple perspectives, for computing depth infor-
mation. The videos were captured by the subjects themselves with the frontal camera of
a smartphone. For our test database, we use the Google Nexus S. The resolution of the
frontal camera is 0.3 megapixels. For capturing video, the subject holds the smartphone
before his face and starts the process of capturing. Then he turns his head from left to
the right and back. Hence, the captured videos contain frontal, half profile an full profile
yaw-poses with relatively stable roll and pitch. Using these videos, 3D reconstruction is
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Figure D.1: Overview of the proposed person identification system with 3D face recon-
struction from video

a challenging problem, because there are hardly any stable feature points that are visible
throughout the video. Moreover, no ground truth information or training data is available
for calibration. The videos also contain motion blur and varying scales, because the sub-
ject’s hand slightly shakes during video capture and the distance between the smartphone
and the camera changes throughout the video capturing process.

In this work, we present a system to quickly perform the 3D reconstruction from videos
that are captured using the frontal camera of a smartphone. The proposed pipeline is de-
rived largely from existing state of the art schemes. It employs SIFT feature extraction [195],
Structure from Motion (SFM) algorithms [2] and Point/ Cluster based Multi-view stereo
(PMVS/CMVS) [67]. Using these techniques, we obtain a dense cloud reconstruction of
the 3D face.

184



D.2 PROPOSED SCHEME

Due to motion blur, high reflectivity and lack of sufficiently structured texture informa-
tion, the dense reconstruction of the face from video results in weakly supported surfaces.
We propose to address this issue by employing the multi-view reconstruction based on the
visual-Hull [96] to accurately reconstruct the 3D face surface. To this extent, we employed
the multi-view reconstruction algorithm proposed in [96] that can take the 3D cloud points
from PMVS/CMVS and render the strong surface with rich texture information.

The proposed pipeline for this precise application has remarkable advantages, such as:
(1) no need of landmark detection and tracking, (2) no need of camera calibration, (3) no
need of training data (4) user convenience, because data will be acquired by the user using
frontal camera of smartphone (Nexus S). The proposed reconstruction pipeline forms a new
concept for multimodal identification on smartphone devices with high user convenience.
In this work, we present the results of our first study on such a system, and also explore
confronted shortcomings when using existing algorithms.

Thus the main contributions of our work can be summarized as follows: (1) Coupling
the available techniques to form a new pipeline to address the application of 3D face recon-
struction using a frontal camera of the smartphone (Nexus S). Further, we provide insights
on the lessons learnt while building the whole pipeline for this precise application. (2)
Extensive evaluation of the proposed pipeline on a newly collected database under real-
istic conditions and its use in 3D face reconstruction and person identification based on
either face or ear. (3) We provide an outlook on possible future applications and research
involving our reconstructed 3D models and the collected dataset. (4) To the best of our
knowledge, this is the first work that addresses the new and exciting application area of 3D
biometric authentication using a smartphone.

The rest of the paper is organized as follows: Section D.2 describes the proposed pipeline
for 3D face reconstruction, Section D.3 describes the experimental procedure and results
and Section D.4 draws conclusion and proposals for future research directions.

D.2 Proposed Scheme

Figure D.1 shows the block diagram of the proposed scheme (or methodology) for person
identification based on 3D face reconstruction. Given the video, the proposed method be-
gins with feature extraction and matching to accurately construct the tracks. In the next
step, these tracks are processed using incremental SFM to compute the 3D cloud points.
Since the constructed 3D point clouds fail to accurately render face surface, we propose to
use the multi-view reconstruction algorithm based on Visual Hull [96] to accurately con-
struct the 3D face surface and texture. We proceed further to perform the person identifi-
cation using either face or ear biometric. To perform this, we first check whether we can
detect frontal face from the 3D reconstructed face. If yes, we carry out the person identi-
fication based on the face, else we perform the person identification using ear that can be
detected from the reconstructed 3D face profile. In the following section, we discuss each
step involved in building our proposed scheme.

D.2.1 Feature extraction and matching

The commonly used feature extraction scheme for the 3D face reconstruction involves lo-
cating facial landmark points that outline the structure of eyes, nose, mouth, eyebrows and
the facial boundary. However, accurate landmark detection and tracking requires [143] ex-
tensive training and robustness to various viewpoints (both full profile and half profile).
These drawbacks will limit the applicability of the 3D face reconstruction schemes (like
AAM, PAM, etc.) based on landmark point detection and tracking especially for our pre-
cise application of 3D face reconstruction from video captured using smartphone. Hence,
we employed the Scale-Invariant Feature Transformation (SIFT) [195] to extract the features
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from each frame of the recorded video. In this work, we employed the GPU implementa-
tion of SIFT by considering its speed and user friendly interface [195]. Here, the choice of
SIFT feature extraction looks appealing for our precise application by considering its ro-
bustness against: (1) image resolution (as we are processing low resolution video with 0.3
megapixel) (2) various viewpoints (3) self-occlusion and (4) clutters.

In the next step, we carry out the feature matching between images based on the nearest
neighbor search [2]. The obtained matches are then pruned and verified using RANSAC
based estimation of the fundamental or essential matrix [179] [8]. Finally, we combine all
matches into tracks to form a connected set of key points across multiple images. In order
to prune out the inconsistent tracks, we perform the track selection that contains at least
two key points for the next stage that involves in 3D cloud reconstruction.

D.2.2 3D surface reconstruction

After obtaining the consistent tracks, we proceed further to run the structure from motion
algorithm for recovering a 3D location for each track. This can be carried out by using
bundle adjustment, which minimizes the re-projection error between each tracks and its
corresponding image [8]. In order to overcome the problem of SFM getting struck in a
local minima [179], we carry out an incremental reconstruction procedure by adding one
frame at a time. In this work, we employed the VisualSFM [196] an open source GUI that
integrates three packages namely: SIFT on GPU (siftGPU), incremental SFM system and
multi core bundle adjustment [196]. Further, VisualSFM runs very fast by exploiting the
multi-core acceleration for feature extraction, matching and bundle adjustment. In addi-
tion, Visual SFM also integrates an interface to run both PMVS/CMYVS for 3D dense re-
construction. Hence, given the video sequence, we run the VisualSFM to get the 3D dense
reconstruction of the face surface.

(a) (b) (c)

Figure D.2: Tllustration of 3D Clouds obtained using (a) PMVS/CMVS (b) Visual-Hull (c)
after texture rendering

Figure D.2(a) shows the 3D cloud point obtained using PMVS/CMVS using VisualSFM.
Here, it can be observed that, the use of PMVS/ CMVS will fail to construct the strong
surfaces for the 3D face reconstruction. Thus, in order to overcome this problem, we em-
ployed the multi-view reconstruction algorithm based on Visual-Hull [96] to reconstruct
the difficult face surfaces (specially cheeks, nose and ear) that are not sampled densely us-
ing PMVS/CMVS. The main idea of the visual hull algorithm involves in computing the
free space support that detects the highly supported surface boundary and reconstruct the
weak surface by optimizing the t-weights in an s-t graph [96]. Thus the employed visual
hull algorithm [96] performs the multi view reconstruction by accepting the 3D cloud sur-
faces generated from PMVS/CMVS. Figure D.2(b) shows the multi-view reconstruction of
the weak face surfaces especially, cheeks and nose region while Figure D.2(c) shows the
final reconstructed image after texture rendering based on the point clouds [96].
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D.2.3 Face/Ear based person identification

After accurately reconstructing the 3D head model from a video, we proceed further to
identify the subject by comparing the frontal view of the reconstructed face with the en-
rolled samples. We are also addressing the 3D profile (half and/or full) face reconstruction.
Hence, we are also interested to explore the contribution of ear recognition to the system’s
overall robustness. To this extent, we compare the outer ears, in cases where the accurate
3D frontal face reconstruction failed. In this way, we are making an attempt to explore the
multi-modality from the reconstructed 3D structure to identify a person (or subject) based
on either face or ear.

We collected the enrollment samples in a controlled illumination (or studio) environ-
ment using Canon EOS 550D DSLR camera. The usage of two different cameras and the
fact that the enrollment images and the probe images were taken under different condi-
tions, simulating real-life intra/inter-class variance between the images. For each subject,
we captured one frontal view for face with a neutral expression and two full profile views
that represent left and right ear. We then perform a series of pre-processing steps that in-
clude detecting and cropping a face region using Viola-Jones face detector [183].

~
) 9

(a)

(b)

Figure D.3: Examples of the enrolled samples (a) Enrolled samples (b) Corresponding face
images

(a) (b) (c)

Figure D.4: Examples of enrolled Ear samples (a) Enrolled samples (b) Ear detection results
(c) Corresponding Ear images

The detected face region is then resized to 120 x 120 pixels to reduce the computation cost.
Finally, we apply a Gaussian filter (¢ = 2) to remove noise high frequency noise. A similar
procedure is followed for extracting the the ear region from the enrollment images. The
ear detector was trained using OpenCV 2.4 with 2000 positive and 300 negative samples.
The positive training images were taken from manually cropped images from the publicly
available UND-J2 database [6], the IIT-Kanpur database [107] and the AMI ear database
[70]. The negative training samples were chosen randomly from the INRIA person de-
tection image set [57]. Figure D.3 shows the example of the enrolled samples and their
corresponding processed face samples while Figure D.4 shows the enrolled and processed
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ear samples. In order to perform the person identification, we compare the reconstructed
3D face with the enrolled sample of the subject, we first correct the pose of all reconstructed
faces towards a frontal view to have yaw, pitch and roll values to zero. Then we project the
head model to the 2D plane. In this work, we compare the frontal view from the recon-
structed 3D face (after projecting to 2D) with the gallery sample (which is also a frontal
view) using Sparse Representation Classifier (SRC) [194].

Figure D.5: Illustration of multi-view reconstruction using proposed scheme

A similar procedure is also followed to compare the ear detected from reconstructed 3D
profile face with the enrolled sample of the ear. Hence, in this work, we compare either left
or right (not both) ear with the corresponding left or right enrolled sample using Sparse
Representation Classifier (SRC) [194]. In this work, we choose the SRC by considering its
robustness and performance on both face [194] and ear [105] biometrics. Other existing
classifiers such as SVM, Kernel Discriminant analysis and etc. can also be used at this
stage. However, the study on these classifiers remains beyond the scope of this work which
focuses mainly on the 3D face reconstruction using smartphone camera. The ear to compare
is the first ear that is visible in the video stream (see next section for details).

D.3 Experimental Results

(a)

(b)

Figure D.6: Results for 3D reconstruction (a) 3D reconstruction (b) Corresponding video
frame

In this section, we describe both qualitative and quantitative results of our proposed
pipeline for fast and accurate 3D face reconstruction and person identification using the
frontal camera of Google Nexus S smartphone. First we discuss our new face video dataset.
We then present the qualitative results of the proposed 3D face reconstruction scheme
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and finally, we presents the quantitative results of the multimodal person identification,
which includes face and ear recognition. Our newly collected dataset consists of 25 sub-

@)

(b)

Figure D.7: Illustration of (a) 3D Cloud points (2) Corresponding 3D image rendered using
proposed scheme

jects among which there are 19 males and 6 females. Each subject is asked to rotate his head
by holding the smartphone in hand. This particular setting for the data collection appears
quite appealing from the user’s point of view, however it poses large number of challenges
for the accurate 3D face recognition. The recorded video from the frontal camera of Google
Nexus S smartphone is of moderate quality with 0.3 megapixel VGA, which makes it fur-
ther interesting and challenging. Every subject is asked to record a video of himself, where
he rotates his head from frontal pose to the left, the right and back to the frontal pose. The
subjects could chose by themselves, whether they turn their heads left or right first. Each
video recording takes between 2 -3 seconds. We then decompose each of these videos into
its corresponding frames before performing the 3D face reconstruction. Thus, the collected
dataset has any one of the following rotation patterns for each subject:(1) rotation of head
starting from frontal face till left full profile face (2) rotation of head starting from frontal
face till right profile face (3) rotation of head starting from left full profile till right full
profile or vice versa.

Figure D.6 shows the 3D reconstruction of the half profile face. As it can be clearly seen,
our method manages to reconstruct the shape of the cheeks and the outer ear shape. More-
over, we see that, one can simulate self-occlusion by adjusting the reconstructed model to
the according pose.

Figure D.7 illustrates the qualitative results of the proposed pipeline for 3D reconstruc-
tion that shows both 3D point cloud and corresponding 3D frontal face after texture render-
ing. Figure D.5 illustrates the full profile reconstruction of the rotated face. These results
further justify the efficiency of the proposed pipeline for 3D reconstruction. The proposed
scheme has shown a remarkable performance in terms of reconstructing 3D frontal view
on 17 subjects out of 25 subjects in total. For the remaining 8 subjects, the proposed scheme
can accurately reconstruct the 3D profile view. One possible reason is the fact that the pro-
file can be reconstructed, even though the reconstruction of the frontal view failed due to
lack of frontal face images. This can happen, if the subjects have moved their head too fast.

Figure D.8 shows the ear detection and localization from the reconstructed 3D profile
view. The person identification is carried out by comparing the projected ear (to 2D) with
its corresponding gallery samples. In order to provide the comprehensive comparison, we
manually choose the profile sample from the video frame and compare the same with the
gallery samples.

Table D.1 shows the performance of the face recognition on using frontal view from the
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D. 3D FACE RECONSTRUCTION AND MULTIMODAL PERSON IDENTIFICATION FROM
VIDEO CAPTURED USING SMARTPHONE CAMERA

(a)

(b)

Figure D.8: Illustration Ear detection from reconstructed 3D profile face image (a) Ear de-
tection results (b) Corresponding segmented ear image (2D)

3D face and frontal view of the face from a recorded video. In this work, all the results are
presented in terms of closed-set identification rate (rank 1) that is obtained by comparing
1 : N subjects in the dataset, therefore, a higher value of identification rate corresponds
to better accuracy of the algorithm. For each subject, we acquired three enrolment sam-
ples under controlled illumination conditions, namely: frontal face with neutral expres-
sion, full profile with left ear and full profile with right ear. Thus, for the comparison, we
first check for the existence of a frontal face and, if we are able to detect it, we compare the
reconstructed frontal view to the frontal view from the gallery. Otherwise, we compare the
detected and extracted ear from the reconstructed profile view with its corresponding ear
from the enrolment samples (either left or right).

We have presented the results of the proposed scheme for both unimodal and multi-
modal recognition using face and ear. For the comprehensive comparison, we have also
compared the quantitative results of the proposed 3D reconstruction scheme with the 2D
video frame. It can be observed from the Table D.1 that, the proposed scheme shows the
best performance among the possible combinations, with an identification rate of 82.25%
on the frontal face and 75% on the ear. Furthermore, the proposed method also shows an
outstanding performance of 80% when using both face and ear images, by indicating an
improvement of 12% as compared to the 2D video frame. The degraded performance of
the 2D video can be attributed to the presence of noises due to motion blur, illumination
etc. The multimodal results reported in this paper are obtained by associating the correctly
identified subjects from both frontal face and ear modality (OR rule). These quantitative
results further justify the applicability and efficiency of the proposed scheme. In this work,

Table D.1: Qualitative performance of the proposed scheme

Modality Methods No. of Identification
subjects Rate (%)
3D face 17 82.35
Unimodal Video face 17 70.58
(Face / Ear) 3D ear 8 75.00
Video ear 8 62.50
3D face + 25 80.00
Multimodal 3D ear
(Face and Ear) Video face + 25 68.00
Video ear

we carried out the 2D comparison because of the lack of 3D enrollment data. Even though
one can argue that, the use of 2D video can also provide equally good results, but, it is well
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D.4 CONCLUSION

know that, the 2D based biometric systems are highly vulnerable for attacks (eg. Photo
attacks) and hence fails to prevents spoofing. While the use of 3D is very difficult to spoof
as compared to that of 2D [15]. Thus, the proposed scheme opens up more avenues for se-
cured applications using smartphones. Kindly refer http://youtu.be/VQTGh5AjM38
for additional comprehensive results.

D.4 Conclusion

We have presented a new scheme for 3D reconstruction and recognition from videos that
are acquired using the frontal camera of the Google Nexus S smartphone. This scheme
can be seen as a proof of concept for future authentication systems, which are more ac-
curate and more robust against spoofing than existing approaches. The proposed scheme
is derived from the available techniques, which are coupled in a novel way to achieve a
significantly better performance in 3D reconstruction and accurate person recognition.

The proposed scheme stands different when compared to the state of art schemes by
overcoming the requirement of landmark points detection, exhaustive training, camera cal-
ibration and multiple cameras. Further, the proposed scheme is extensively evaluated on a
newly collected database comprising of 25 subjects by considering real-life scenarios. The
proposed scheme has shown good performance in reconstructing 3D frontal faces from 17
different subjects out of 25.

Our further work involves improving the system to achieve better reconstruction and
matching speed, selection of key frames for improving the overall speed and also on explor-
ing the surface reconstruction scheme to build more robust and accurate system. Moreover,
we expect further performance improvement by including both ears into the pipeline.
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